Federal Health Care Facilities Work Group Y2K Contingency Planning Guide – November 1998 Ver 1.0


Federal Health Care Facilities Work Group
Year 2000 (Y2K) Contingency Planning Guide

Guidance for Y2K Contingency Planning and Continuity of Operations at Healthcare Facilities

Version 1.0

10 November 1998

Table of Contents
TABLE OF CONTENTS
ii
PREFACE 
iv

ACKNOWLEGEMENTS 
v

11.
Introduction

2.
Background
1
3.
Purpose and Scope
1
3.1 Contingency Plans
1
3.2 Continuity of Operations Plans (COOPs)
2
4.
Assumptions
2
5.
Risk Management
3
5.1.
Perform Risk Analysis
3
5.2.
Perform Risk Assessment
4
5.2.1
Critical Application (Internal) Risks/Threats
4
5.2.2
Critical Application (External/Third Parties) Risks/Threats
4
5.2.3
Backup/Recovery Risks/Threats
4
5.2.4
Facility and Infrastructure Support including risks associated with unidentified or uncorrected non-compliant embedded systems (chips) Risks/Threats
5
5.3.
Establish Controls
5
5.4.
Perform Risk Management
6
6.  Development of Contingency Plans
6
6.1.
Pre-Contingency Planning
8
6.1.1
Identify Mission Processes/Functions
8
6.1.2.  Evaluate potential hazards
8
6.1.3.  Evaluate the level of risk
8
6.1.4.  Identify dates of action for contingencies
9
6.1.5    Evaluate potential failure modes
9
6.1.6.  Assign priorities
10
6.1.7.  Identify ways to preserve and protect system data before contingency
10
6.1.8.
Develop and document “zero day” strategy and procedures
10
6.1.9.
Identify emergency procedures to perform during contingency
10
6.1.10.
Identify contingency recovery procedures after contingency
10
6.1.11.
Designate roles, responsibility, and authority of managers, maintainers, and developers
11
6.1.12.
Establish support agreements as required
11
6.1.13.
Establish and perform training/exercise program
11
6.1.14.
“Drop Dead” Dates
11
6.1.15.
Planning Result
11
6.2.
Execution during Contingency
11
6.2.1.  Monitor for Contingency Triggers
12
6.2.2.  Assess the Problem
12
6.2.3.  Notify Relevant Parties
12
6.2.4.  Contingency Operations
12
6.3.
Post-contingency (Recovery) actions
13
7.
Contingency Plan Management
13
7.1   Management
13
7.2   Contingency Plan Reporting and Deadlines
13
7.3  “Post Mortem” Reporting
13
8.
Description of Appendices
14
8.1
Appendix A
14
8.2
Appendix B
14
8.3
Appendix C
14
8.4    Appendix D.
14
8.5
Appendix E
14
8.6
Appendix F
14
8.7
Appendix G
15
8.8
Appendix H
15
8.9
Appendix I
15


APPENDICIES
Appendix A – Glossary of Terms

Appendix B – Contingency Planning Flowchart

Appendix C – Critical Equipment Item or System Identification and Planning Sheet
Appendix D – Healthcare Facility Contingency Planning Checklist


Appendix E – Healthcare Organization/Facility Year 2000 Contingency Plan Draft Template 

Appendix F – Contingency Planning Matrices for Facility-Wide Mission Critical Systems
Appendix G  – Section/Equipment Item Level Contingency Plan Template 
Appendix H  – Commander’s/Chief Executive Officer’s Y2K Continuity of Operations (COOP) and Contingency Plans Checklist

Appendix I  – Glossary of References ands Supporting Information
PREFACE
We have long perceived the need for a comprehensive guide that captures our parallel theories on Year 2000 (Y2K) Contingency Planning and Continuity of Operations Planning at Federal healthcare facilities.  Representatives from the Air Force Medical Logistics Office, the Navy Bureau of Medicine and Surgery, the Army Medical Command, the Department of Veterans Affairs, the Indian Health Service,  the Department of Health and Human Services, the Office of the Assistant Secretary of Defense for Health Affairs (OASD HA), and the Air Force Communications Agency (AFCA) Y2K Program Management Office,  formed a working group to put together such a guide.  This draft document is the result of this collaboration.  
It is our intent that this draft document be made available to help people prepare for, and deal with Year 2000 issues.  Although the focus is on Y2K contingency planning and Continuity of Operations (COOPs) planning for healthcare facilities, much of the information can be applied to non-healthcare organizations.  Please feel free to edit the documents to best serve your own purpose.  Since some organizations have directed their subordinate groups to handle Year 2000 issues in specific ways, these documents should not be construed to modify the directions of your supervisory or management organizations.
This guide is organized into eight major sections that provide background information and assumptions, explain how to perform Y2K risk management, develop Y2K COOPs and Contingency Plans, and suggest ways to manage the contingency planning effort.

In the Appendices are backup documents that serve as examples for described procedures and various forms that can be used as templates for soliciting information, evaluating work, and the like.
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1.
Introduction

Over the past 50 years, the benefits of information technology have been applied to every aspect of our missions.  In many cases, information technology allows us to do our jobs better, cheaper, and faster than could be done without it.  Now we are facing the greatest challenge to our mission capabilities in recent years -- the potential widespread failure of systems and equipment due to problems associated with processing date information associated with the year-2000.

With little time left before the turn of the century, well-defined and executable contingency plans should be prepared and tested.  The procedural guidance in this document is provided to ensure that at least minimum requirements are considered when developing Year-2000 (Y2K) Contingency Plans.   These planning procedures have been developed around a framework of planning steps, which are flexible and can be adapted readily to meet the needs and capabilities of any size organization.  Provisions, processes, and planning steps contained herein can be tailored to meet the specific needs of an organization or work center.  The steps should not be considered all-inclusive, but rather should serve as a starting point and guide. 

This document establishes the requirement to develop Y2K Contingency Plans within healthcare facilities.  It provides guidance concerning the scope, content, and purpose of Y2K Contingency Plans.   
2.
Background

Our mission accomplishment relies heavily on computers and electronic devices.  Due to the widespread practice of using only two digits to represent the year in computer databases, software applications, and hardware chips, the potential exists for the failure of Automated Information Systems (AISs), Biomedical Devices, building systems and equipment, Information Technology (IT) infrastructure items, and productivity systems & equipment prior to, on, or after 1 January 2000.  This potential for failure is referred to as the “Y2K problem.” Related difficulties to Y2K will arise when date cognizant devices attempt to calculate against the year “00” not recognizing that the year is actually 2000.  The resulting inaccuracies in date-related calculations will generate corrupt data results and potentially cause systems to fail.  Also, if erroneous data goes unrecognized, the problem will be perpetuated through interfaces (whether fully automatic or “air gapped” such as hand carried disk or tape) to other systems including systems outside the services’ specific systems.  In addition, many systems have faulty date logic that will not recognize that the year 2000 is a leap year.   Others may have triggers that are executed based on specific values of date fields. Others may have overflow or rollover problems.

The Y2K problem is unique in that our traditional contingency plans and back-up systems may be affected by the same problem(s) as our primary systems - thus rendering all of them inadequate.  Therefore, the Y2K problem requires a review of current Contingency Plans to safeguard continuity of operations.
3. Purpose and Scope
3.1 Contingency Plans
The purpose of a contingency plan is to provide a road map of predetermined actions that will streamline decision-making during the contingency thereby enabling resumption of mission operations at the earliest possible time and in the most cost-effective manner.  Good planning will reduce the number and magnitude of decisions that must be made during the period when exposure to error is at a peak.  A contingency plan will establish, organize, and document risk assessments, responsibilities, policies and procedures, as well as agreements and understandings for all internal and external entities.  Personnel shall be trained in the execution of contingency plans and the plans shall be tested and updated periodically to assure that they remain current and valid.  Relevant contingency information will be exchanged between program/system managers of interfaced systems and with all system users. 

The scope of contingency plans must be clearly stated, including expected contingency duration, actions required, and roles and responsibilities for all types of contingencies.  Priorities must be carefully defined, established, and agreed upon by all parties concerned.  Early on, cost-benefit analysis shall be used to develop the plans and establish possible alternative tradeoffs.  Responsibilities for developing and maintaining each contingency plan must be established, as well as the time period between major reviews.  Because of their importance, contingency plans shall be dated, signed and promulgated at the facility level.  

Contingency Plans are more narrow and specific in their scope and purpose than are Continuity of Operations Plans (COOPs).  Contingency Plans are usually designed to address a single organization, a single system, or a single type of threat (risk).  Contingency plans must support the larger goals and objectives established in COOPs.  COOPs can be viewed as a collection of related contingency plans.
3.2 Continuity of Operations Plans (COOPs)
The Joint Commission on Accreditation of Healthcare Organizations (JCAHO) Environment of Care Standards section, CLEA/CAP agency certification standards for research agencies and laboratories, Government Accounting Organization (GAO) guidance and recommendations, DoDD 3020.26, Continuity of Operations Policy and Planning,, and AFI 10-208, Continuity of Operations Plans, require the development of Continuity of Operations (COOP) plans (and Contingency Plans) to ensure continuity of mission critical and mission essential operations during an impending or actual national emergency.  The purpose of continuity planning is to provide a road map of predetermined actions which will reduce decision-making during the crisis when risk is high, resume critical processes/services quickly, and enable continuation of mission operations in the most cost-effective manner.  Continuity of operations planning crosses all organizational and functional boundaries to identify critical processes which must be continued.  

A COOP will establish, organize, and document risk assessments, responsibilities, policies and procedures, as well as agreements and understandings for all internal and external entities.  Personnel must be trained in the execution of COOPs.  COOPs should be tested and updated during exercises, inspections, and drills to assure that they remain current and valid.

You must review existing COOPs and possibly combined Survival, Recovery, and Reconstitution (SRR) plans to evaluate the impact of potential Y2K-related failures on mission operations.  In the event that existing COOPs are out of date, do not exist, or do not adequately address Y2K issues, you must develop Y2K Contingency Plans.

4.
Assumptions

The fundamental assumption is that due diligence and professional care has been used in assessing, renovating, and testing our systems and equipment; however, contingency plans shall be developed and tested to address the possibility that failures may still occur before, during, or after the year 2000 because:

· Non-compliant systems and equipment may not be identified.

· All Y2K corrections may be not developed/installed on time.

· New compliant replacement systems may not be installed due to lack of time or funding.

· Systems may be “infected” by bad date data from another organization’s system because it may not be possible to ensure that all externally interfaced organizations will have fixed their systems.

· Failure of resources external to the command may still impact mission accomplishment.

Many organizations already have contingency plans to address fire, flood, natural disasters, and other types of contingencies.  Where they exist, these plans shall be reviewed and updated to address Y2K issues.  Where they do not exist, Y2K Contingency Plans shall be developed.  The difference between traditional contingency plans and Y2K Contingency Plans is the potential widespread and simultaneous nature of Y2K failures, such that traditional backup or alternative strategies may also be inadequate. 

5.
Risk Management

The fundamental tenet of Contingency Planning is Risk Management.  Planners should apply Risk Management analysis to identify the hazards, impacts, probabilities, and mitigation procedures for contingencies.  Planners must assess their operational risk and the cost/benefit of performing the hazard mitigation process(es).  It is not necessary to perform every mitigation process; however, careful planning and adequate preparations are essential to ensure that potential problems can be dealt with quickly and efficiently should they arise.  Risk Management is used to assess potential hazards, evaluate likelihood of their occurrence, and determine their potential impact.  

The level of risk takes into account both the probability of occurrence of potential failures and their impact on mission capabilities.  Once the potential hazards have been identified and assessed, steps must be taken to reduce their risk (probability of the occurrence) and their impact (severity of the event) and to reinstate mission critical systems and services.  For the purposes of this document, potential failures or disruptions should include both traditional and Y2K-related issues.

Application of Risk Management includes the following four steps:

1. Identify and perform risk analysis

2. Perform risk assessment
3. Establish controls

4. Perform risk management

5.1.
Perform Risk Analysis
Risk analysis is the comprehensive study of potential hazards or disruptions to mission continuity.  Risk analysis includes assigning an occurrence probability to each perceived risk or hazard and determining the probable effects should the hazard occur.  Risk control and mitigation methods are also defined to minimize or eliminate the disruption.  Risk analysis typically includes:

· Knowing or gaining an understanding of the organizational mission and related business processes

· Identifying the systems and equipment associated with those missions/processes

· Identifying potential hazards and ways the systems and equipment could fail

· Identifying the impact(s) of failures

The millennium bug can be viewed as an internal/external disaster threat and treated by the same process the Joint Commission for Accreditation of Healthcare Organizations (JCAHO) recommends for health care disaster planning.  Within accredited healthcare organizations this approach uses the familiar JCAHO prescribed process and builds on existing plans to address the Y2K issue. 

For organizations that are not familiar with the JCAHO accreditation program, a risk analysis program, as described in this document, that takes a comprehensive look at your organization and all its support elements may be your method of choice. 

5.2. Perform Risk Assessment
When assessing risk, look at the big picture and include impact on customers, critical service providers, and internal and external infrastructure support.  All of the pieces must function in harmony for the business process to function properly.  Following are some of the types of risks/threats that should be considered in your risk assessment.   (Note: Business process risk assessment of infrastructure/facility related risks should be limited to their direct impact on the business process.)

5.2.1 Critical Application (Internal) Risks/Threats

· Replacement or repairs will not be completed in time

· Significant or repeated schedule slippage

· Halted operations due to data failure including impact on interfacing systems

· Incorrect operations due to errors in data

· Failure due to single module going undetected and corrupting data over time

· Slow corruption of data when incorrect archived data is introduced into active databases

· Program crashes when application attempts to send an output abnormally, e.g., normal output procedures changed by Y2K work-around/repair 

· System/application security prevents access such as expired passwords

· Systems sabotage including expected increased intrusions from hackers or other unauthorized access to the application or data base

· Testing of system/application is not thorough or is incomplete and fails to detect problems with hidden modules, accuracy of calculations, data exchanges, etc.

5.2.2 Critical Application (External/Third Parties) Risks/Threats

· Non-compliant platforms or operating systems

· Non-compliant interfacing systems (input/output)

· Non-compliant telecommunications including inability to transmit, lost data, corruption of data, and faulty routing

· Non-compliant telecommunications sends same transmission several times, mislabeled transmission or fails to confirm receipt or confirms receipt for corrupted transmission

· Systems failure in the Federal Reserve Banking System infrastructure network

· System failures by individual financial institution(s)

· Complications converting to/processing Euro currency

5.2.3 Backup/Recovery Risks/Threats

· Recovery from backup tapes with non-compliant data

· Recovery at backup data processing site with non-compliant hardware, firmware, software, data, etc.

· Date sensitive backup programs fail to execute/do not execute properly

· Facilities need to be winterized in the event the infrastructure fails

· Problems with restoring/stabilizing essential facility support services or systems

5.2.4 Facility and Infrastructure Support including risks associated with unidentified or uncorrected non-compliant embedded systems (chips) Risks/Threats

· Systems failures disrupting external infrastructure support (e.g., water, electricity, gas, phones, sewage, etc.)

· Problems with facilities (internal) critical infrastructure support systems including building management and control systems, security monitoring system, intrusion alarms, diesel generator fuel capacity monitor, elevators, phone system, voice messaging system, sprinkler system, fire alarm, fire suppression system control, etc.

· Problems with non-critical facility support systems, e.g., lawn sprinkler systems, exterior lighting, etc.

· Non-compliant office equipment including fax, copy machine, etc. 

· Supply chain (service providers) disruptions impacting dependability, criticality, availability of alternative sources of service providers, etc.

· Interruption of external support services, e.g., mail pick-up and delivery, cable television, diesel fuel delivery for emergency power generation, refuse and snow removal, police and fire protection, ambulance, courier, and public transportation, etc.

· Non-compliant or insufficient number of preprinted forms

· Transportation problems, e.g., car, airplane, train, bus, etc.

· Scarcity of resources including programmer and technical support

· Non-compliant/unidentified embedded systems (chips)

· Conflicts with facility backup support or other critical resources if multiple plans must be executed simultaneously

5.3.
Establish Controls
A contingency plan contains prevention policies and procedures (controls) to eliminate potential disruptions to mission operations.  Determining which Y2K-related risks to control is a complex task.  Each activity must determine a reasonable cost for controlling risks.  Risk management is a dynamic process since risks and vital assets can change frequently.  Risk analysis and risk controls should be reviewed periodically.  In establishing risk controls, consider: 

· Impact on mission operations if the capability to perform a specific function is lost. 

· Options to protect the mission from risk.

· Costs associated with each risk control option and the resources required for each option. 

Examples of several risk control options (ways in which to respond to risk) are shown in Figure 5-1.

	Option
	Impact

	1.  Do nothing. 
	The risk may be so insignificant that the cost of the control or response is disproportional to the exposure. 

	2.  Remove the risk.
	Change a procedure or business process to eliminate exposure to the risk.

	3.  Spread the risk.
	Perform critical/essential missions at several locations to reduce the risk of total failure.  On the other hand, the risk of partial failure will increase.

	4.  Purchase redundant resources.
	Partial or complete redundancy of specific resources is a way to reduce vulnerability to certain threats.  This may not include all Y2K threats.  NOTE:  Due to the nature of Y2K, it is possible that back-up systems will be affected by the same type(s) of failure experienced by the primary system; thus making the back-up system inadequate.

	5. Develop reciprocal agreements with other organizations.
	In reality, many organizations may lack fully compatible Y2K environments or sufficient excess capacity for this option. Coordinated planning is essential for any reciprocal recovery agreement.

	6. Share resources with other organizations.
	Shared resources reduce the costs for individual participants.

	7. Contract for backup services and equipment.
	Contract resources can be used to supplement in-house resources as needed.  Examples include equipment, facilities, supplies, services, and technical support.

	8. Develop alternative means and methods of performing the mission. 
	This may be the most expensive and time-consuming option but it may also be the most complete means of reducing risk.


Figure 5-1.  Risk Control Options

5.4.
Perform Risk Management
Risk management is balancing the potential mission disruption against the costs of reducing or eliminating vulnerability to provide effective coverage for missions at a reasonable cost.  Risk management (or risk mitigation) includes assessing: 

· The likelihood of the hazards’ occurrence. 

· The consequences if the hazards does occur.  The resulting Level of Risk.

· Perform cost/benefit analysis on risks, i.e. weigh the cost of controls against calculated risks. 

6.  Development of Contingency Plans

In order to reduce the probability of a Y2K-related failure and reduce its potential impact, Contingency Plans should include the actions taken before, during, and after a Y2K-related failure.  The following components should all be developed and practiced well in advance of their actual need: 

· For before the contingency (Planning) 

· Complete pre-contingency planning

· Identify potential contingency triggers

· For during the contingency (Execution)

· Develop procedures for controlling or managing the contingency

· Develop procedures for operating in contingency mode

· For after the contingency (Recovery)

· Develop procedures for returning to normal operating mode

The following sections contain information that can be used to develop contingency plans.  This guidance is not intended to be comprehensive, it is only intended to provide a starting point.  Each healthcare organization should develop further detailed guidance.

Contingency planning at the department level must include an understanding of the business processes or functions performed to support one or more missions of the organization.  Each of these processes or functions may require one or more of the same systems in order to conduct normal operations. Utility systems, such as power distribution, water, HVAC, security, and communications, are wide-reaching in the support they provide.  In the event that a supporting system is partially or completely impaired due to a Y2K failure, department heads must be able to quickly assess the impact of that impairment on their ability to support their part of the mission. Therefore, contingency plans for mitigating the risk of loss of a process or function within each department should be developed and documented in addition to the written plans for systems and devices within the department.

Preparing a matrix of processes or functions versus support systems is recommended to visually assess the impacts on departmental functions caused by a system failure.  A contingency plan can then be created considering the impact of system failures on alternatives to be invoked to restore the process or function, or to mitigate the impacts on the process or function.

Once the risks, impacts, and mitigation strategies have been identified, a cost-benefit analysis should be performed to assess the relative merits of each strategy in order to select one that is cost-effective and practical to develop.  Consideration should be given to the functionality of the mitigation strategy (i.e., will it do the job?), development requirements (i.e., how long will it take to develop?), and the life cycle cost (i.e., what will it cost to develop, test, and train the mitigation strategy?).  The goal is to maximize functionality while minimizing cost and impact.

A contingency plan must establish the optimal level of services to be restored at an acceptable level of risk while keeping within cost constraints.  Establishing this acceptable level of risk is a policy decision, not a technical one.

The Joint Commission on Accreditation of Healthcare Organizations (JCAHO) has stated that for JCAHO Standards purposes there are “No specific standards written for Y2K”, but that standards impacted are in the following key areas:

· Environment of Care

· Life Safety (EC.1.7)

· Emergency Preparedness (EC.1.6)

· Security (EC.1.4)

· Medical Equipment (EC.1.8)

· Utilities (EC.1.9)

· Y2K plan as evidence of Performance Improvement (PI.1 & EC.3.2)

· Leadership

· Provide for Planning

· Design of care appropriate for patient needs

· Assure staffing needs

· Maintain budget requirements

· Performance Improvement

· Sentinel Events

· Management of Information

· Protection from Loss

· Confidentiality

· Transmission of data

6.1.
Pre-Contingency Planning

Pre-contingency planning consists of steps taken before failures occur that put mechanisms in place to eliminate hazards or reduce their severity.  It involves information gathering and analyzing of the areas where things may go wrong (identify contingencies).  Mechanisms and procedures are developed and put in place to eliminate or minimize the contingency’s impact on mission operations.  These steps could include all of the following:

6.1.1 Identify Mission Processes/Functions

· Identify processes critical to successful mission completion that may be impacted by a Y2K failure

· Identify resources that support those processes

· Systems

· Infrastructure

· Partners (e.g., private industry, allies, government agencies, other services and agencies)

6.1.2.  Evaluate potential hazards

· Identify hazards to the mission

· Identify processes critical to successful mission completion

· Assess the probability that a given event (hazard) will occur.  Assign a number value between .0 and 1.0.  The higher the probability of occurrence, the higher the probabilities value assigned.  Standards for assessing probability are:

· Risk not likely to occur 


probability = 0.0

· Risk occurrence is improbable 

0.0 < probability < 0.4

· Risk occurrence is probable


0.4 < probability < 0.7

· Risk occurrence is likely to occur

0.7 < probability < 1.0

· An event that is certain to occur (like Tax Day) is assigned a probability of 1.0.  Similarly, if the product is known to be non-compliant for Y2K, probability = 1.0 for each of the hazards resulting from the non-compliance of the product.

· Determine the potential impact (consequence) of the failures.  Assign a value between 1 and 10.  The greater the impact (severity) of the hazard, the higher the impact value assigned.  Standards for assessing the potential impact are:

· High Risk – Mission Critical – Catastrophic – Components whose failure threaten the life and safety of patients and staff would be assigned an impact value from 7 to 10.

· Medium Risk – Mission Critical – Failure – Components whose failure would cause total or partial failure of the organizations ability to carry out its mission, but no patients or staff are endangered, would be assigned an impact value from 4 to 6.

· Low Risk – Mission Support (Non-Mission-Critical) – Components whose failure would cause an inconvenience and reduce mission effectiveness but no patients or staff could get hurt and the mission still gets done would be assigned an impact value from 1 to 3.

6.1.3.  Evaluate the level of risk

· The Level of Risk of each potential hazard is the mathematical product of the probability and the impact (Probability x Impact = Level of Risk).  It is a quantitative measure of the risk assigned to a hazard.  The higher the product, the greater the risk.  For example: a hazard with a probability of 0.6 and an impact of 4 results in a level of risk of 2.4.  However, common sense should prevail when establishing Levels of Risk for hazards with the most gravest impacts (i.e., where death would result).  Even if the probability of occurrence may be low, a high Level of Risk should still be assigned.

· Systems – based on testing level

· Level I – independent testing = minimal risk

· Level II – independent auditing = low risk

· Level III – self-testing = moderate risk

· Level IV – non-compliant, but operationally acceptable = high risk

· Infrastructure – based on source for compliant information

· System “certified” by own organization = minimal risk

· System “certified” by other government organization = low risk

· System “certified” by vendor = moderate risk

· Unknown = high risk

· Partners – based on level of confidence 



· ICDs, MOAs, and MOUs in place for interfaces = minimal risk

· Interfacing systems Y2K certified = low risk

· Known Y2K Program Management Office  = moderate risk

· Unknown interface partners = high risk

· Results of end-to-end testing

· Testing successful = minimal risk 

· Non-tested = moderate risk

· Failure during test = high risk

6.1.4.  Identify dates of action for contingencies

· Establish timelines that trigger specific actions at different intervals

· Establish criteria for declaring contingency onset

· Identify dates that system could experience problems (Encounter Dates)

· Develop procedures to recognize degradation of system functions and judge the results

· Develop procedures for declaring invocation of contingency actions

· Establish drop dead remediation/replacement and/or completion milestone dates

6.1.5    Evaluate potential failure modes

Examples of potential failures are:

· Able to process non-date sensitive information

· Produces results with incorrect but, acceptable errors

· Unreliable and/or unpredictable results 

· Complete failure

· Loss of AC power

· Loss of environmental controls

· Breaches of security

· Interruptions of internal or external communications

· System hang-up or shutdown

· Degradation of performance

· Irrational data presented to users

· Files corrupted or “lost”

6.1.6.  Assign priorities

When prioritizing consider the following factors:

· Criteria for selecting survivors

· Levels of acceptable remediation

· Procedures for application

· Estimate costs to set up and implement

6.1.7.  Identify ways to preserve and protect system data before contingency

· Conduct Independent Validation and Verification (IV&V) on system back-ups before date problems occur.  CAUTION:  Backup system may be similarly affected.

· Establish methods to detect and correct corrupt data

6.1.8. Develop and document “zero day” strategy and procedures

· Develop, document, and implement a risk-reduction strategy and procedures for the period between Thursday, December 30, 1999, and Monday, January 3.  A zero day strategy involves identifying those actions that will be taken on zero day (October 1, 1999 for Fiscal Year 2000 and January 1, 2000 for calendar year 2000).  

· This strategy may include an agency-wide shutdown of all of its information systems on Friday, December 31, 1999, and a phased power-up on Saturday, January 1, 2000.  The agency may consider extending the shutdown to infrastructure systems, including local area networks, elevators, and building management systems.

6.1.9. Identify emergency procedures to perform during contingency 

· Establish procedures to complete remediation on extreme emergency basis

· Set date back 28 years (i.e., “date fake”)  

· Change method of date calculation or representation

· Disable certain processes, functions, or sub-systems

· Use Y2K compliant "Office Automation" functions to perform mission (word processors, spread sheets, copy machines, fax machines, etc.) 

· CAUTION:  COTS S/W may be similarly affected.

· Perform the operation of the failed system/device manually, if feasible.  Review existing manual operating procedures when they exist.

· Shift personnel as needed to support the mission

· Shift communications channels to alternates as needed

· Transfer function/mission to different organization/system/contracting

· CAUTION:  Other organization may be similarly affected.

6.1.10. Identify contingency recovery procedures after contingency

· Establish criteria for testing to return system to “on-line” operation

· Develop procedures to test system functions and judge results

6.1.11. Designate roles, responsibility, and authority of managers, maintainers, and developers

· Define roles and assign responsibilities for leading the planning effort and for performing analyses and designing business alternatives, including contingent operations for sustained and prolonged disruption.  

· Appoint individuals to lead the development of contingency plans for each of the core business processes.  Define responsibilities for documenting the business continuity plan and defining the essential operational activities comprising it.

· Ensure that individuals responsible for the various business continuity and contingency planning activities are held accountable for the successful completion of individual tasks, and that the core business process owners are responsible and accountable for meeting the milestones for the development and testing of contingency plans for their core business processes.

· Note where different than normal operations.

· Establish lists and procedures for emergency notification of all personnel with clear points of contacts, telephone numbers, and street addresses (include alternatives and after hours numbers).

6.1.12. Establish support agreements as required

· Communications equipment (phone, radio)

· Standby “hot” or “cold” processing site (government or contractor provided)

· CAUTION:  Standby may be similarly affected.

· Possibility to partner with another organization with similar function/capability

· CAUTION:  Other organization may be similarly affected.

· On-site technical support (vendor or contractor provided)

· Establish Y2K help desk (internal or contractor provided)

6.1.13.   Establish and perform training/exercise program

· Determine the method of the test (paper review, tabletop exercises, or live exercises)

· Estimate costs to set up and implement training program 

· Develop exercise plan which includes objectives, scenario, scope, participants, facilitator, duration, required equipment/resources, necessary personnel, schedules and locations, exercise procedures, expected results, and exit criteria, etc.

· Identify training needs to perform Contingency Plans

· Review plan periodically and:

· Prior to each Y2K failure date

· If Mission critical systems or interfaces fall seriously behind schedule

6.1.14.  “Drop Dead” Dates
· Identify “drop dead” dates by which time critical Y2K contingency planning actions must be completed. 

6.1.15.   Planning Result

· All contingency plans must be practiced and tested in order to validate lists and procedures executed before, during, and after Emergency Remediation/Validation/Implementation.

6.2.
Execution during Contingency

Contingency plan execution consists of the actions taken when a disaster occurs to eliminate its hazards or reduce its severity.  These steps could include all of the following:

6.2.1.  Monitor for Contingency Triggers

For each risk or hazard identified, one must identify the criteria that must be met and procedures to follow for entering into the contingency mode.  Triggers for activating contingency plans must be defined and documented.  These criteria or triggers may include:

· Serious and repeated schedule slips

· Erratic results

· Degraded performance

· Corrupt data

6.2.2.  Assess the Problem

· Check system functions

· Evaluate extent of actual damage

6.2.3.  Notify Relevant Parties 

· Notify Chain of Command

· Notify other relevant parties

· Users of systems

· Maintainers of systems

· External interfaces

· Allies

· Government organizations

· Other services and agencies

6.2.4.  Contingency Operations 

For each risk or hazard identified, procedures for operating in contingency mode must be developed.  What must be done to continue mission operations?  These procedures should include:

· Minimization efforts

· Threat to life and properties

· Damage to equipment

· Damage to data 

· Reevaluate priorities using triage method

· Maintain alternate manual logs

· Identify resources required for operating in contingency mode (staffing, contractor/vendor support, blank forms for site data collection, compliant PC-based common software programs for data collection at operating sites, equipment, means of communication, etc.)

· Execute contingency plans based on triage method

· Set date back 28 years 

· Change method of date calculation or representation

· Disable certain processes, functions, or sub-systems

· Use Y2K Compliant "Office Automation" functions to perform mission (Word processors, spread sheets, copy machines, fax machines, etc.)

· CAUTION:  COTS S/W may be similarly affected

· Perform the operation of the failed system/device by alternate means

· Shift personnel as needed to support the mission

· Shift communications channels to alternates as needed

· Transfer function/mission to different organization/system/contracting

· CAUTION:  Other organization may be similarly affected.

· Modify contingency plans as needed
· 

· 
· 


6.2.5
Monitor Fixes

· Track fixes to ensure that they remain valid and intact

6.3.
Post-contingency (Recovery) actions

For each risk or hazard identified, procedures for returning to normal operating mode must be developed.  These procedures should include:

· Execute post-contingency plans as required.

· Restore/restart systems as required.

· Test system functions and review results.

· Correct and restore corrupt and/or lost data.  Data recovery may involve recapturing data recorded manually during the contingency operating period.

· Notify appropriate authorities of resolution of problem.
7.
Contingency Plan Management

7.1   Management

In 1999, the year set aside for Y2K testing, integrated systems and infrastructure items shall be Y2K-compliance tested from “end-to-end”. The contingency plan for all non-compliant equipment; devices not upgraded, or devices with unknown Y2K status shall be implemented on 1 December 1999.  These contingency plans should include removing the device from service until a Y2K compliant fix is installed and certified.   To ensure Continuity of Operations, a reasonable management tracking process for contingency plans must be organizationally based rather than system or item based.    Every healthcare facility is required to have a Y2K contingency plan supporting/supplementing their existing Contingency Plans.

7.2   Contingency Plan Reporting and Deadlines

· Each healthcare facility shall report via letter to their headquarters when their Y2K Contingency Plans are completed and in place (no later than 31 December 1998 for mission critical and 31 March 1999 for all others).
· All healthcare facilities should have comprehensive Y2K Contingency Plans for all systems and devices independent of their Y2K compliance status.

The Department of Defense (DoD) requires Contingency Plans on (1) Mission Critical items by 31 December 1998 and on (2) Mission Support items by 31 March 1999.  The Office of Management and Budget (OMB) requires contingency Plans by 31 March 1999.  It is likely that your own organization has established its own deadlines.

7.3  “Post Mortem” Reporting

It is anticipated that numerous reporting and data gathering requirements will be levied by OMB as well as DoD (specifically OASD(C3I)) for reporting Y2K failures.  Consequently, policies and methods must be developed and promulgated to report data associated with Y2K system and equipment failures.  Such data could include nature of failure, time and date, duration of down time experienced, when repaired, when normal operations resumed, costs associated with manual operations and repairs, etc.  The nature and extent of these reporting requirements are not yet clear.  Additional information and guidance will be provided as it becomes available from tasking agencies.  In the interim, preparations to collect such data should be anticipated and incorporated into all applicable Y2K documentation and plans.

8.
Description of Appendices
8.1
Appendix A


Appendix A is a Glossary of Terms associated with contingency planning and COOPs.

8.2
Appendix B


Appendix B is a Contingency Planning Flow Chart showing the steps in the contingency planning process.

8.3
Appendix C


Appendix C contains a Critical Equipment Item or System Identification and Planning Sheet template.  This template is to be used for:

· Identifying facility-wide processes and functions which may affected by Y2K failures.

· Identifying the hazards which may result from a Y2K failure.

· Establishing the probability of occurrence of such failures.

· Establishing the impact on the facility of a Y2K failure.

· Calculating the risk of Y2K failure, based on the probability and impact.

· Establishing pre-contingency planning measures in the event of a Y2K failure.

· Identifying the steps to be taken in the event of a Y2K failure.

· Identifying the post-contingency recovery steps to be taken following recovery from a Y2K failure.

This template is a table that should be inserted as section 10 in the Y2K Contingency Plan (Appendix E).

8.4 
Appendix D

Appendix D contains a Healthcare Facility Contingency Planning Checklist, and Alternate Checklist that need to be used and considered when developing the  Contingency Plan.

8.5
Appendix E

Appendix E contains a Healthcare Organization/Facility Year 2000 Contingency Plan Draft Template.  This template is to be followed when preparing the facilities’ actual Year 2000 Contingency Plan.

8.6
Appendix F


Appendix F contains  Contingency Planning Matrices for Facility-Wide Mission Critical Systems.  These matrices are to be used to:

· Identify the risks/threats to specific elements within mission critical systems.

· Identify the current Y2K status of these elements

· Develop strategies for dealing with Y2K-related failures in these systems

· Identify milestones for completion of said strategies

· Identify the officials/offices/departments that have the responsibility for development of these strategies.

· Identify the basic operational contingencies to be employed in the event of a Y2K related failure.

This is intended to assist plan developers in identifying the POC’s/OPR’s that must be included in section 7 of the Y2K Contingency Plan (Appendix E).
8.7
Appendix G


Appendix G contains a Section/Equipment Item Level Contingency Plan Template Example.  This form is to be to be filled out and posted on an each inventoried equipment item in a document protector for ready reference, or in a section’s Y2K Contingency Plans/Program binder.

8.8
Appendix H


Appendix H contains a Commander’s/Chief Executive Officer’s Y2K Continuity of Operations (COOP) and Contingency Plans Checklist example template.  This form is intended to be used by the facility Commander or his/her designee, as a guide to insure that Y2K COOPs and Contingency Plans have been properly developed.

8.9
Appendix I
Appendix I is a Glossary of References and Supporting Information.  This references and information in this appendix are intended to provide additional guidance for the development of COOPs and contingency plans.

Appendix A

Glossary of Terms
This document makes use of several terms that may be unfamiliar or may have non-standard meanings:

	Term
	Definition

	Process or Function
	Processes or functions critical to successful mission completion that may be impacted by a Y2K failure.

	Hazard 
	  A danger, risk, or peril posed by the failure of a given process or function.

	Probability
	The probability that a given event (hazard) will occur.  Assigned a numerical value between .0 and 1.0.  The higher the probability of occurrence, the higher the probabilities value assigned.  Standards for assessing probability are:

· Risk not likely to occur 


probability = 0.0

· Risk occurrence is improbable 

0.0 < probability < 0.4

· Risk occurrence is probable


0.4 < probability < 0.7

· Risk occurrence is likely to occur

0.7 < probability < 1.0

An event that is certain to occur (like Tax Day) is assigned a probability of 1.0.  Similarly, if the product is known to be non-compliant for Y2K, probability = 1.0 for each of the hazards resulting from the non-compliance of the product.

	Impact 
	The potential impact (consequence) of the failure.  Assigned a value between 1 and 10.  The greater the impact (severity) of the hazard, the higher the impact value assigned.  Standards for assessing the potential impact are:

· High Risk – Mission Critical – Catastrophic – Components whose failure threaten the life and safety of patients and staff would be assigned an impact value from 7 to 10.

· Medium Risk – Mission Critical – Failure – Components whose failure would cause total or partial failure of the organizations ability to carry out its mission, but no patients or staff are endangered, would be assigned an impact value from 4 to 6.

· Low Risk – Mission Support (Non-Mission-Critical) – Components whose failure would cause an inconvenience and reduce mission effectiveness but no patients or staff could get hurt and the mission still gets done would be assigned an impact value from 1 to 3.

	Level of Risk
	The Level of Risk of each potential hazard is the mathematical product of the probability and the impact.  It is a quantitative measure of the risk assigned to a hazard.  The higher the product, the greater the risk.  For example: a hazard with a probability of 0.6 and an impact of 4 results in a level of risk of 2.4.  However, common sense should prevail when establishing Levels of Risk for hazards with the most gravest impacts (i.e., where death would result).  Even if the probability of occurrence may be low, a high Level of Risk should still be assigned. 

	Pre-Contingency Mitigation Strategy 
	 The pre-contingency strategy to ensure that the hazard does not occur or, to lessen its impact if it does occur.

	Post Contingency Recovery Plan 
	 Plans for returning to normal operations following the contingency

	Cost
	The costs of controls associated with the implementation of and planning for the contingency.  This is not to include the cost for remediation of Y2K non-compliant items.
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Appendix C

Critical Equipment Item or System Identification and Planning Sheet

2Biomedical Devices
c-
Medical Gas Systems
c-3
Heating, Air Conditioning, And Ventilating Systems
c-3
Power Generation And Distribution Systems
c-4
Fuel Systems
c-4
Fire Alarm, Fire Suppression, And Evacuation Systems
c-5
Security And Entry/Access Control Systems
c-5
Elevator And Cargo Handling Systems
c-5
Sewage Treatment Facilities
c-6
Voice Communications Networks
c-6
Office Automation Systems
c-6
Traffic Control System
c-7
Financial Management
c-7
Personnel Management
c-8
Logistics/Supply
c-8
Automation Information Systems (Commercial-Off-The-Shelf (COTS) And Government-Off-The-Shelf (GOTS))
c-9
Voice Communications Networks
c-9
Radio Networks
c-10
Local Area Network (Lan)
c-10
Base Backbone Infrastructure
c-11
Wide Area Network (Wan)
c-11
System/Software Development And Maintenance
c-12
Renovate Systems For Y2K Compliance
c-13
Retire Or  Replace System
c-13


Note:  Theses sample tables are  not all-inclusive.  They should be used as a starting point for further development.

	Process/Function
	Hazard
	Probability (.0-1)
	Impact (1-10)
	Level of Risk
	Pre-Contingency Planning
	Contingency Execution
	Post Contingency Recovery
	Cost of Controls

	Biomedical Devices


	· Failure to function

· Failure to display correct date

· Failure of communication interface with data collection system

· Failure to print correct date

· Miscalculation of age for diagnostic interpretation

· Miscalculation of age for dosage administration
	
	
	
	· Renovate systems/devices as necessary

· Reciprocal agreements with other organizations 

· Identify alternate facilities

· Supplement maintenance and support contracts

· Change date forward/backward

· Identify/preposition critical devices for backup

· Identify alternate technology
	· Follow notification procedures

· Change date forward/backward

· Transfer operations to alternate facility/organization

· Use manual backup devices

· Annotate correct date on printouts

· Transfer function to alternate system / device / technology

· Disable impacted portions of system


	· Upgrade or repair as required

· Restore systems to normal operation

· Stand down additional personnel

· Deactivate and store excess equipment 

· Follow notification procedures


	

	Medical Gas Systems 
	 Failure of one or more medical gas systems

Malfunction of one or more medical gas systems

Failure of medical gas delivery vehicle and/or supply vendor
	
	
	
	Have portable MEDGAS bottles standing by

Contract for alternate source of supply

Have additional personnel standing by
	Follow notification procedures

Change date forward/backward

Operate in “degraded” mode

Use portable MEDGAS bottles

Transfer operations to alternate location

Use alternate source of supply

Establish reciprocal agreements with other organizations
	Upgrade or repair as required

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment

Follow notification procedures
	

	Heating, Air Conditioning, And Ventilating Systems
	Failure of motor control system(s)

Failure of date cognizant automatic thermostats
	
	
	
	Identify buildings where key mission functions are performed

Renovate systems as required

Obtain portable air conditioners, heaters, or fans

Identify alternate facilities
	Follow notification procedures

Change date forward/backward

Operate systems in degraded (manual) mode

Bypass non-critical functions
	Upgrade or repair as required 

Restore systems to automatic operation

Restore loads to normal sources

Stand down additional personnel

Deactivate and store excess equipment

Follow notification procedures
	

	Power Generation And Distribution Systems
	Failure of generators, control systems, or distribution networks

Failure of standby generators
	
	
	
	Coordinate with power company to identify risk

Obtain additional  power circuit from alternate independent utility source

Contract for standby generator(s)

Segregate circuits and develop plans for shedding non-critical loads

Install automatic transfer switches and interruptible power supplies  
	Follow notification procedures 

Change date forward/backward

Operate in degraded mode 

Shed excess load as required

Activate standby generators

Transfer operations to alternate location
	Upgrade or repair as required 

Restore loads to normal sources

Stand down additional personnel

Deactivate and store excess equipment

Follow notification procedures
	

	Fuel Systems
	Loss of power to pumps

Failure of automated dispensing systems

Failure of automated control valves

Failure of fuel delivery vehicles
	
	
	
	Obtain Alternate power source 

Contact for Alternate source of supply


	Follow notification procedures 

Change date forward/backward 

Manual control of pumps

Manual control of valves
	Upgrade or repair as required 

Restore loads to normal sources

Stand down additional personnel

Deactivate and store excess equipment

Follow notification procedures
	

	Fire Alarm, Fire Suppression, And Evacuation Systems
	Failure of fire detection systems

Loss of power to fire pumps

Failure of monitoring stations and systems

Communications failure

Failure of fire trucks
	
	
	
	Install battery operated smoke detectors

Add Additional fire extinguishers

Establish Reciprocal agreements with other organizations or municipalities

Add Supplementary watches and patrols
	Follow notification procedures 

Change date forward/backward

Operate in degraded mode

Add Supplementary fire watches and patrols
	Upgrade or repair as required 

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment

Follow notification procedures
	

	Security And Entry/Access Control Systems 
	Failure of security or entry/access control systems

Loss of power 

Failure of monitoring stations and systems

Communications failure
	
	
	
	Add Supplementary watches and patrols

Bypass or deactivate automated systems

Change date forward/backward

Establish Reciprocal agreements with other organizations/municipalities
	Follow notification procedures 

Change date forward/backward

Operate in degraded mode


	Upgrade or repair as required 

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment

Follow notification procedures
	

	Elevator And Cargo Handling Systems
	Failure of control systems

Power failure
	
	
	
	Standby generator

Relocate operations

Develop elevator rescue/evacuation procedures

Locate fireman’s manual over-ride procedure(s) and key

Add additional personal to the watch
	Follow notification procedures 

Change date forward/backward

Use “fireman’s” manual over- ride

Execute elevator rescue/evacuation procedures

· Use the stairs

· Utilize teams of additional personal to carry patients up and down stairs
	Upgrade or repair as required 

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment

Follow notification procedures
	

	Sewage Treatment Facilities 
	Failure of control systems

Power failure
	
	
	
	Standby generator

Establish reciprocal agreements with other organizations or municipalities

· Locate portable toilets and place them on standby
	
Follow notification procedures 


Change date forward/backward 


Manual control of pumps

Manual control of valves

· Contract for portable toilet service
	Upgrade or repair as required 

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment

Follow notification procedures
	

	Voice Communications Networks
	Degraded performance and excess delays

Complete failure

Power failures at network centers

Private Branch Exchange (PBX) failures

Base switch failures

Public network failures
	
	
	
	Obtain portable radios and cellular phones

Obtain tactical communications gear

Establish reciprocal agreements with other organization(s) and municipalities
	Follow notification procedures 

Change date forward/backward

Operate in degraded mode 

Activate standby generators

Use radio network(s)

Transfer operations to alternate location
	Upgrade or repair as required 

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment


Follow notification procedures
	

	Office Automation Systems
	System or communications failure

Data required from related system is unavailable
	
	
	
	Obtain manual forms and processes

Obtain typewriters 

Obtain fax  machines

· Identify alternate office automation system known to be Y2K complaint
	Follow notification procedures 

Change date forward/backward

Use manual forms and processes

· Use alternate office automation system known to be Y2K complaint
	Upgrade or repair as required 

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment

Follow notification procedures
	

	Traffic Control System
	Stop light failure

Video surveillance system failure
	
	
	
	Erect traffic control signs

Add additional traffic control personnel


	Follow notification procedures 

Use security forces perform traffic control
	Upgrade or repair as required 

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment

Follow notification procedures
	

	Financial Management 
	Failure of AISs used to process financial transactions

Failure of communications networks used to transfer funds
	
	
	
	Identify alternate source or method of processing (office automation  spreadsheets, database, etc) contracts, 

Use manual forms and processes

Establish reciprocal agreements with other organizations or municipalities

Supplement maintenance and support contracts
	Follow notification procedures 

Transfer function to alternate system

Transfer function to alternate location

Use manual forms and processes
	Upgrade or repair as required 

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment

Follow notification procedures
	

	Personnel Management
	Failure of AISs used to process personnel  transactions

Failure of communications networks used to transfer funds
	
	
	
	Identify alternate source or method of processing (office automation  spreadsheets, database, etc) contracts, 

Use manual forms and processes

Establish reciprocal agreements with other organizations or municipalities


	Follow notification procedures 

Transfer function to alternate system

Transfer function to alternate location

Use manual forms and processes
	Upgrade or repair as required 

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment

Follow notification procedures
	

	Logistics/Supply  
	Failure of AISs used to process logistics and supply  transactions

Failure of communications networks used to transfer funds

Failure of supplier to provide critical supplies
	
	
	
	Identify alternate source of supply

Stockpile supplies

 Identify alternate source or method of processing (office automation  spreadsheets, database, etc) contracts, 

Use manual forms and processes

Establish reciprocal agreements with other organizations or municipalities

Supplement maintenance and support contracts
	Follow notification procedures 

Reduce consumption

Emergency procurement

Transfer function to alternate system

Transfer function to alternate location

Use manual forms and processes

· Use alternate source of supply 
	Upgrade or repair as required 

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment

Follow notification procedures
	

	Automation Information Systems (Commercial-Off-The-Shelf (COTS) And Government-Off-The-Shelf (GOTS))
	Software application failure

Hardware platform failure

Data corruption from internal/external sources

Power failure
	
	
	
	Make backups of programs and data

Develop alternate site plans

Develop alternate system plans

Add additional staff

Establish vendor support agreements (on site or by phone)

Establish reciprocal agreements with other organization(s)
	Follow notification procedures 

Change date forward/backward

Operate in degraded mode 

Activate standby generators

Transfer operations to alternate system

Transfer operations to alternate location
	Upgrade or repair as required

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment


Follow notification procedures
	

	Voice Communications Networks
	Degraded performance and excess delays

Complete failure

Power failures at network centers

Private Branch Exchange (PBX) failures

Base switch failures


Public network failures
	
	
	
	Use alternate routing

Use wireless data networks
	Follow notification procedures 

Change date forward/backward

Operate in degraded mode 

Activate standby generators

Use radio network(s)

Transfer operations to alternate location
	Upgrade or repair as required

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment


Follow notification procedures
	

	Radio Networks
	Land Mobile Radio (LMR) trunking system failure

Cellular telephone network failure 
	
	
	
	Make backups of programs and data

Develop alternate site plans

Develop alternate system plans

Add additional staff

Establish vendor support agreements (on site or by phone)

Establish reciprocal agreements with other organization(s)
	Follow notification procedures 

Change date forward/backward

Operate in degraded mode 

Activate standby generators

Use land line network

Transfer operations to alternate location
	Upgrade or repair as required

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment


Follow notification procedures
	

	Local Area Network (LAN)
	Failure of LAN server (Applications, database, print, communications, Domain Name Server, etc)

Failure of routers, hubs, and switches

Power failure
	
	
	
	Make backups of programs and data

Develop alternate site plans

Develop alternate system plans

Add additional staff

Establish vendor support agreements (on site or by phone)

Establish reciprocal agreements with other organization(s)
	Follow notification procedures 

Change date forward/backward

Operate in degraded mode 

Activate standby generators

Transfer operations to alternate system

Transfer operations to alternate location
	Upgrade or repair as required

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment


Follow notification procedures
	

	Base Backbone Infrastructure
	Router failure

Fiber Distributed Data Interface (FDDI) network failure

Asynchronous Transfer Mode (ATM) switch failure
	
	
	
	Make backups of programs and data

Develop alternate site plans

Develop alternate system plans

Add additional staff

Establish vendor support agreements (on site or by phone)

Establish reciprocal agreements with other organization(s)
	Follow notification procedures 

Change date forward/backward

Operate in degraded mode 

Activate standby generators

Transfer operations to alternate system

Transfer operations to alternate location
	Upgrade or repair as required

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment


Follow notification procedures
	

	Wide Area Network (Wan)
	Frame relay failure

Lease line circuit failure

Satellite failure

Multiplexer failure
	
	
	
	Make backups of programs and data

Develop alternate site plans

Develop alternate system plans

Add additional staff

Establish vendor support agreements (on site or by phone)

Establish reciprocal agreements with other organization(s)
	Follow notification procedures 

Change date forward/backward

Operate in degraded mode 

Activate standby generators

Transfer operations to alternate system

Transfer operations to alternate location
	Upgrade or repair as required

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment


Follow notification procedures
	

	System/Software Development And Maintenance
	Development system or environment failure 

Development or renovation falls behind schedule.

Completed system experiences Y2K failures

Completed system is corrupted by faulty data from internal or external source

System experiences Y2K failures earlier than expected

Required vendor product not available on schedule

Requirements creep
	
	
	
	Identify critical missions.

Identify systems supporting critical missions

Prioritize systems based on potential loss of mission

Identify resources needed to complete systems

Identify work around

Develop support agreements with other organizations

Establish procedures to distribute new system

Establish procedures to recover, correct, or restore corrupt data  
	Change date forward/back

Disable impacted portions of system

Operate in “degraded” mode

Perform “emergency” repairs

Distribute repaired systems


	Upgrade or repair as required

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment

Follow notification procedures
	

	Renovate Systems For Y2K Compliance
	Development falls behind schedule.

Completed system experiences Y2K failures.

Completed system is corrupted by faulty data.
	
	
	
	Identify critical missions.

Identify systems supporting critical missions

Prioritize systems based on potential loss of mission

Identify resources needed to complete systems

Identify work around

Develop support agreements with other organizations

Establish procedures to distribute new system

Establish procedures to recover, correct, or restore corrupt data Identify critical 
	Change date forward/back

Disable impacted portions of system

Operate in “degraded” mode

Perform “emergency” repairs

Distribute repaired systems
	Upgrade or repair as required

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment

Follow notification procedures
	

	Retire Or  Replace System 
	Retirement or replacement falls behind schedule

Replacement system experiences Y2K problems
	
	
	
	Identify resources needed to continue operation

Identify risk associated with continued operation

Identify alternatives

Develop support agreements with other organizations

Establish Procedures to recover, correct, or restore corrupt data Identify critical
	Change date forward/back

Disable impacted portions of system

Operate in “degraded” mode

Perform “emergency” repairs
	Upgrade or repair as required

Restore systems to normal operation

Stand down additional personnel

Deactivate and store excess equipment

Follow notification procedures
	


Appendix D

Healthcare Facility Contingency Planning Checklist
	
	

	- Was this Y2K Contingency Planning Guide used?
	Yes/No

	- Identify Potential Hazards:
	

	  -- Have possible Y2K related failures to the mission/system been identified?
	Yes/No

	  -- Have the probabilities of those Y2K-related failures been assessed?
	Yes/No

	  -- Have the hazards associated with those failures been evaluated?
	Yes/No

	- Evaluate the level of risk:
	

	  -- Has the level of risks to the system(s) and infrastructure equipment been assigned?
	Yes/No

	  -- Have partners (interfaces, COTS vendors, suppliers, allies, etc) been assigned a level of risk?
	Yes/No

	  -- Have operational tests been performed and a level of risk been assigned based on the results?
	Yes/No

	- Identification of dates of possible Y2K failures:
	

	  -- Have possible dates when problems can be expected been identified
	Yes/No

	- Evaluate potential failure modes (reassess, renovate or live with it)
	

	  -- Has the system’s possible functionality after a Y2K failure been assessed?
	Yes/No

	  -- Have the possible security issues due to Y2K failures been assessed?
	Yes/No

	  -- Have the possible personnel impacts (loss of power, loss of HVAC, etc) been assessed?
	Yes/No

	- Assign priorities:
	

	   -- Have the risks and possible impacts been assessed to establish a list of priorities? 
	Yes/No

	- Actions to take before Y2K failure:
	

	   -- Does the plan clearly state the actions that will be taken to preserve and protect the system and data before the year 2000?
	Yes/No

	- Actions to take during and immediately after the Y2K failure: 
	

	   -- Does the plan clearly state the actions that will be taken to eliminate the Y2K hazards or reduce their severity?
	Yes/No

	- Actions to take after the Y2K remediation:
	

	   -- Does the plan clearly state the actions that will be taken after the cause of the Y2K failure has been fixed?
	Yes/No

	- Defined roles and responsibilities:
	

	   -- Have the roles and responsibilities of the personnel during the different stages (before, during, and after Y2K failures) been clearly defined?
	Yes/No

	- Established support agreements:
	

	   -- Have all necessary support agreements been initiated?
	Yes/No

	- Contingency testing and training:
	

	   -- Have procedures for training personnel on executing the Contingency Plan been established?
	Yes/No

	  -- Have procedures for testing the effectiveness of the Contingency Plan been established?

- Coordinate Contingency Planning efforts with others:
	Yes/No

	  -- Has the Contingency Plan gone through the appropriate coordination?
	Yes/No


An alternative questionnaire without yes/no answers is shown on the next page.

Healthcare Facility Contingency Planning Alternative Questionnaire
General

Who is the senior project lead for this Contingency Plan?

What are the notification procedures for Y2K-related failures?

How will your Y2K Help Desk work? 

What date have you established for all facilities to have Y2K mission Contingency Plans?

Critical Missions - What’s important? 


What missions are critical to the organization’s success  and must be covered in this Contingency Plan?


What threats to life, property, or the environment have been addressed?

What are the possible personnel impacts (mess facilities, billeting, pay, etc)?

What priorities have been assigned based on the risks and possible impacts? 

Risk Management -- What can go wrong?


What types of Y2K-related failures have been identified?


What critical supplies and resources have been considered?

What is the likelihood of a Y2K-related failure?


What are the risks to my partners (interfaces, COTS vendors, suppliers, allies, etc)?

What are the roles and responsibilities specified in the Support Agreement(s) with our partners?


What systems may be effected on critical dates (i.e. 9 Sep 99, 1 Oct 99, 01 Jan 00, 29 Feb 00,   

  31 Dec 00)?

What “drop dead” dates have been established to trigger contingency plans?

Mitigation -- What are the work arounds? 

What has been done to reduce the impact of a failure?

What work-arounds have been developed?


Have alternate sources of supply been identified?

What additional security procedures will be required?

What additional fire safety procedures will be required?

What function(s) can the system provide in degraded mode? 

Have the necessary contracts and support agreements been completed?

How will I restore my operations?

How will I get my data updated?

How have our people been trained in execution of the Contingency Plan?


When was the Contingency Plan last tested?

If you have any questions concerning this checklist and questionnaire, please contact your organization’s headquarters Y2K Program Management Office.

APPENDIX  E

Healthcare Organization/Facility Year 2000 Contingency Plan

Draft Template
	Introduction
Over the past 50 years, the benefits of information technology have been applied to every aspect of our missions.  In many cases, information technology allows us to do our jobs better, cheaper, and faster than could be done without it.  Now we are facing the greatest challenge to our mission capabilities in recent years -- the potential widespread failure of systems and equipment due to problems associated with processing date information associated with the year-2000.

With little time left before the turn of the century, well-defined and executable contingency plans should be prepared and tested.  The procedural guidance in this document is provided to ensure that at least minimum requirements are considered when developing Year-2000 (Y2K) Contingency Plans.   These planning procedures have been developed around a framework of planning steps, which are flexible and can be adapted readily to meet the needs and capabilities of any size organization.  Provisions, processes, and planning steps contained herein can be tailored to meet the specific needs of an organization or work center.  The steps should not be considered all-inclusive, but rather should serve as a starting point and guide. 

This document establishes the requirement to develop Y2K Contingency Plans within healthcare facilities.  It provides guidance concerning the scope, content, and purpose of Y2K Contingency Plans.   
2.  Background

Mission accomplishment relies heavily on computers and electronic devices.  Because of the widespread practice of using only two digits to represent the year in computer databases, software applications, and hardware chips, the potential exists for the failure of automated information systems (AISs), weapon systems, and infrastructure items prior to, on, or after 1 January 2000.  This potential for failure is referred to as the “Y2K problem.”  Y2K related difficulties will arise when date cognizant devices attempt to calculate against the year “00” not recognizing that the year is actually 2000.  The resulting inaccuracies in date-related calculations will generate corrupt data results and potentially cause systems to fail.  Also, if erroneous data goes unrecognized, the problem will be perpetuated through interfaces (whether fully automatic or “air gapped” such as hand carried disk or tape) to other systems, including systems outside the facility.  In addition, many systems have faulty date logic that will not recognize that the year 2000 is a leap year, other systems have triggers that are executed based on specific values of date fields, and others have overflow or rollover problems.

The Y2K problem is unique in that our traditional 
Continuity of Operations (COOP) plans and back-up systems may be effected by the same problem(s) as our primary systems – thus rendering them useless.  In some cases, the Y2K problem may require a completely different method of accomplishing the mission.
3.  
Purpose and Scope of Continuity of Operations and Contingency Plans.  (See section 3 of Joint Planning Guide for definitions and discussion of COOPS and Contingency Plans)
 
	
	
	
	

	
	
	
	
	
	
	
	
	

	4.  Mission Description and Plan Objectives:
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	5.  Department/Section:
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	6.  Function/Business Process(es):
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	7.  Plan POC/OPR/OCR: (Roles, Responsibilities, and Authority):
	
	
	
	
	

	(Identify system/equipment managers, program managers, customers, and their responsibilities)
	
	

	
	
	
	
	
	
	
	
	


	8.  Equipment/Systems Office of Primary Responsibility (OPR)
 For Year 2000 Compliance Status and Contingency Support

9.  Criteria for Invoking the Plan and Potential Life of the Plan:  (See Joint Guide discussion section 6.2.1)
	
	
	
	
	


	10.  Critical Equipment Item or System Identification and Planning Sheet (See Appendix C for detailed examples items to be included in this table)
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Process/Function
	Hazard
	Probability (.0-1)
	Impact (1-10)
	Level of Risk
	Pre-Contingency Planning
	Contingency Execution
	Post Contingency Recovery
	Cost of Controls

	Biomedical Devices


	· Failure to function

· Failure to display correct date

· Failure of communication interface with data collection system

· Failure to print correct date

· Miscalculation of age for diagnostic interpretation

· Miscalculation of age for dosage administration
	
	
	
	· Renovate systems/devices as necessary

· Reciprocal agreements with other organizations 

· Identify alternate facilities

· Supplement maintenance and support contracts

· Change date forward/backward

· Identify/preposition critical devices for backup

· Identify alternate technology
	· Follow notification procedures

· Change date forward/backward

· Transfer operations to alternate facility/organization

· Use manual backup devices

· Annotate correct date on printouts

· Transfer function to alternate system / device / technology

· Disable impacted portions of system


	· Upgrade or repair as required

· Restore systems to normal operation

· Stand down additional personnel

· Deactivate and store excess equipment 

· Follow notification procedures


	


(Trigger Points:  (Dates/Events:  9/9/99, 1 Oct 99 (FY2000), 31 Dec 99/1 Jan 2000, 4 Jan 2000, 29 Feb 2000, etc.)
(Internal/External Equipment Systems POCs Name/Phone (Address/Directions)

(Required Utilities Support:
Utilities Y2K Status (From Facility Management)

(Required Support Supplies

(Suppliers Status (From Medical Logistics):  (Internal and External)

(PLANS Tested (Y/N Date)

Test Results

(Service Contracts Required:

Service Contractors Y2K Status (from Medical Logistics)

11.  Resource Plan for specific critical items/systems to include the following:  WHO (and how many) will do WHAT, WHEN, WHERE, HOW, and WHY:  (This could be a separate attachment to over all plan).

Adequate/trained staff on hand, required supplies/location, required space for manual method of operations (location), extra inventory/quantity of forms, supplies, typewriters, food, linens, 30 days fuel for generators, 30 days critical medical and non-medical supplies, and pharmaceuticals on hand and supplier support agreements and Y2K Status established, extra flash lights, batteries, housekeeping supplies, computer/copier/fax supplies (toner cartridges, ribbons, paper, etc).  Water storage; both drinkable, and for sanitation/cleaning purposes must be considered and prepared for as well.

 Note:  Even in the current world of  Just-In-Time inventory management, for critical Y2K related dates it will be necessary/prudent to have additional supplies on hand due to unknown impacts on shipping, airlines/aircraft, and other means of transportation which could impede the normal flow of supplies for a potentially extended period.:  , 

12.  Alternate Care Facility(ies):

      Alternate Facility/Support Facility POC:  (Name, Phone, Fax, email)

      Alternate Facility/Support Facility Y2K Status:

      Support Agreement/Memorandum of Understanding in writing (Y/N):

13.  Backup/redundant equipment required?

14.  Additional supplies on hand (quantity, location, stock numbers, cost, source, etc.):

       List for easy re-ordering reference

15.  Support Agreements:

16.  Coordination of Plan:

17.  Plan Validation: (date, and process)

18.  Plan Approval Process:  (Reviewed by whom, date, etc.)

APPENDIX F
Contingency Planning Matrices for Facility-Wide Mission Critical Systems
The following matrices represent some critical facility-wide mission critical  systems. This is not an all inclusive list. These matrices are to be used to identify the mission critical systems, the risks/threats to theses systems, the status of the systems, the strategy(s) for addressing potential Y2K-related failures, and the basic contingencies to be employed in the event of a Y2K-reated failure to the system.  This is intended to assist contingency plan developers to in identifying the Office of Primary Responsibility (OPR), Office of Coordinating Responsibility (OCR), and  POC’s that must be included in section 7 of the Y2K Contingency Plan (Appendix E). At their discretion, facilities may wish to develop additional cross-referencing tables to make certain that the specific individuals/departments that have been responsibilities assigned as part of this plan are aware of such, i.e. a cross-functional tasking list.  An short example of such a list is included at the end of this appendix on page F-10.  It may also be advisable to to create-lower tasking lists to identify specific assignments within the major functional services.  Alternatively, the OPR’s, OPR’s, and/or POC’s  can be listed directly within the listing, as shown in the first section on page F-10. 

Although these example tables contain references to a specific manufacturer’s items in the Risk/Threat column, these are intended only as guides for addressing the risks/threats to like-systems within a medical facility. 

	4.1
	Mission Critical Systems: Emergency Communications Management Systems
	
	

	
	Risk/Threat
	Medical Center Status
	Programmatic Strategy
	Operational Contingency

	
	
	
	Strategy
	Milestone Date
	Responsibility
OPR/OCR
	

	4.1.1
	Motorola two-way radio system for engineering and security.  If systems failed security would be compromised and engineering functions would be severely handicapped.
	Not Yet Assessed
	Request for letter of compliance from manufacturer
	01-Sep-99
	OPR:  Facilities Management

OCR:

POC: Facilities Equipment Management Supervisor
	Manpower pool and all other available communication systems.

	
	
	
	
	
	
	

	4.1.2
	Harrington Fire Signal Systems. If failed would not communicate with monitoring company.
	Not Yet Assessed
	Request for letter of compliance from manufacturer.
	01-Sep-99
	OPR:  Facilities Management

OCR:

POC: Health & Safety Manager
	Use primary plan which is to have Graphic Control operator manually call Fire Dispatch.

	
	
	
	
	
	
	


	4.2
	Mission Critical Systems: Security Systems
	
	

	
	Risk/Threat
	Medical Center Status
	Programmatic Strategy
	Operational Contingency

	
	
	
	Strategy
	Milestone Date
	Responsibility

OPR/OCR
	

	4.2.1
	Marlock Millennium access control system(engineering system). Controls access to various areas. Failure would impede performance of normal engineering functions.
	Compliant
	Have verbal assurance of compliance.  Request for written confirmation of compliance.
	01-Sep-99
	OPR:  Facilities Management

OCR:

POC:  Risk Manager
	Shut off power to system, manually open locks and monitor secure areas

	
	
	
	
	
	
	

	4.2.2
	Mosler access control system for pharmacy.  Failure would impede performance of normal pharmacy functions.
	Not Yet Assessed
	Request for written confirmation of compliance from manufacturer.
	01-Sep-99
	OPR: Pharmacy Service

OCR:

POC:


	All pharmacy supervisors key will override the electronic system.

	
	
	
	
	
	
	

	4.2.3
	Eye Dentify, pharmacy controlled substance vault security system.  Failure would impede performance of normal pharmacy functions.
	Compliant
	Have verbal assurance of compliance.  Request written confirmation of compliance.
	01-Sep-99
	OPR: Pharmacy Service

OCR:

POC:


	Manual override available to key pharmacy staff.

	
	
	
	
	
	
	

	4.2.4
	Simplex 4100 control panel for Locknetics electric lock system (security service). Failure would greatly reduce security outside of normal business hours.
	Compliant
	In compliance, have documentation.
	01-Jan-00
	OPR: Security Service

OCR:

POC:


	Turn off power to door locks, manually secure doors with the exception of fire exits and assign monitors to those that cannot be mechanically secured.

	
	
	
	
	
	
	

	4.2.5
	Closed Circuit TV security systems. Failure would greatly reduce security of the exterior of building and satellite facilities. 
	Not Yet Assessed
	Request written confirmation of status of compliance from equipment vendor.
	01-Sep-99
	OPR:  Facilities Management

OCR:

POC:  Electrical Unit Foreman
	Assign additional personnel to patrol vulnerable areas and buildings.

	
	
	
	
	
	
	

	4.2.6
	Wander Guard patient monitoring system in NHCU.  Failure would require closer surveillance of patients by staff.
	Compliant
	Have written confirmation of compliance.
	01-Jan-00
	OPR: Nursing Service

OCR:

POC:


	Assign additional personnel to monitor all exits within the NHCU.

	
	
	
	
	
	
	


	4.3
	Mission Critical Systems: Alarm Systems
	
	

	
	Risk/Threat
	Medical Center Status
	Programmatic Strategy
	Operational Contingency

	
	
	
	Strategy
	Milestone Date
	Responsibility

OPR/OCR
	

	4.3.1
	Remote Alarm systems that are monitored by graphic control which include; blood bank alarms, morgue alarms, lab refrigeration alarms. Failure of energy management system and or of alarm device would require monitoring of mechanical temperature indicators on equipment.
	Compliant
	NA, Energy Management in compliance.
	01-Jan-00
	OPR: Affected Service

OCR:

POC:
	Monitoring of temperatures by available staff.

	
	
	
	
	
	
	

	4.3.2
	Isolation room alarms have local and remote notification on the energy management system.  Failure would require smoke testing of isolation rooms daily. 
	Not Yet Assessed
	Energy Management in compliance.  Require written statement of compliance from local alarm manufacturer.
	01-Sep-99
	OPR: 

OCR:

POC:Industrial Hygienist
	Daily smoke testing of isolation rooms.

	
	
	
	
	
	
	

	4.3.3
	ETO monitors in SPD. If failure could jeopardize health of those in the area. And disrupt sterilization procedures.
	Not Yet Assessed
	Require written statement of compliance from manufacturer.
	01-Sep-99
	OPR: 

OCR:

POC:  Industrial Hygienist
	SPD staff would monitor area with hand held  ETO detector.

	
	
	
	
	
	
	

	4.3.4
	Medical Gas Alarm failure would result in gas failure without warning.
	Not Yet Assessed
	Request for certification of compliance from manufacturer.
	31-Dec-98
	OPR: 

OCR:

POC:  Risk Manager
	Monitor mechanical gauges on sources of gases.

	
	
	
	
	
	
	


	4.4
	Mission Critical Systems: Fire Detection and Control
	
	

	
	Risk/Threat
	Medical Center Status
	Programmatic Strategy
	Operational Contingency

	
	
	
	Strategy
	Milestone Date
	Responsibility

OPR/OCR
	

	4.4.1
	Simplex Fire Alarm Panels 4100 & 4020 are reported to be in compliance by manufacturer.
	Compliant
	Compliance certification on hand.
	01-Jan-00
	OPR: 

OCR:

POC:  Health & Safety Supervisor
	Implement Fire Watch

	
	
	
	
	
	
	

	4.4.2
	Simplex 2001 fire alarm panel. NO information on compliance
	Not Yet Assessed
	Status to be determined
	31-Dec-98
	OPR: 

OCR:

POC:  Health & Safety supervisor
	Implement Fire Watch.

	
	
	
	
	
	
	

	4.4.3
	Edwards 6500 fire alarm panel.  No information on compliance.
	Not Yet Assessed
	Status to be determined
	31-Dec-98
	OPR: 

OCR:

POC:  Health & Safety Supervisor
	Implement Fire Watch.

	
	
	
	
	
	
	

	4.4.4
	Notified FACP. No information on compliance.
	Not Yet Assessed
	Status to be determined.
	31-Dec-98
	OPR: 

OCR:

POC:  Health & Safety Supervisor
	Implement Fire Watch.

	
	
	
	
	
	
	


	4.5
	Mission Critical Systems: Environmental Control Systems
	
	
	

	
	Risk/Threat
	Medical Center Status
	Programmatic Strategy
	Operational Contingency

	
	
	
	Strategy
	Milestone Date
	Responsibility

OPR/OCR
	

	4.5.1
	Chillers 1, 2, are microprocessor controlled. Do not use or maintain date/time data per manufacturer.
	Compliant
	None Required
	01-Jan-00
	OPR: 

OCR:

POC:  Staff on Hand
	Use chillers 4 & 5, which are not microprocessor controlled.

	
	
	
	
	
	
	

	4.5.2
	Chiller #3 the OR chiller is microprocessor controlled
	Not Yet Assessed
	Request for letter of compliance from manufacturer
	01-Sep-99
	OPR: 

OCR:

POC:  Utility Systems Supervisor
	Use Chillers 4 & 5

	
	
	
	
	
	
	

	4.5.3
	Air handler Units, VFDs
	Not Yet Assessed
	Request for letter of compliance from manufacturer
	01-Sep-99
	OPR: 

OCR:

POC:  Utility Systems Supervisor
	Bypass VFDs and run air handlers in hand

	
	
	
	
	
	
	

	4.5.4
	Chillers 4 & 5 are not microprocessor controlled.
	Compliant
	None Required
	01-Jan-00
	NA
	Not Required

	
	
	
	
	
	
	

	4.5.5
	Control Air Compressors for Air Conditioning are microprocessor controlled . Failure would cause loss of control of mixing boxes and VAV boxes.
	Not Yet Assessed
	Request for letter of compliance from manufacturer
	01-Sep-99
	OPR: 

OCR:

POC:  Utility Systems Supervisor
	Supply air from Generator start air compressors

	
	
	
	
	
	
	

	4.5.6
	Anderson 2000 waste heat boiler and incinerator.  Failure would result in system being down and increased cost to medical center.
	Not Yet Assessed
	Request written statement of compliance from manufacturer.
	01-Sep-99
	OPR: 

OCR:

POC:  Utility Systems Supervisor
	All waste, both medical and non-medical to be picked up by BFI, the pre-arranged vendor.

	
	
	
	
	
	
	

	4.5.7
	Donlee boilers.  Failure would be disruptive to Nutrition & Food, SPD, HVAC & patient bathing.
	Compliant
	Verbal statement of compliance from manufacturer.  Request written confirmation of compliance.
	01-Sep-99
	OPR: 

OCR:

POC:  Utility Systems Supervisor
	Cook on gas and electric, send out sterilization work, no hot water, provide patients with blankets for warmth.

	
	
	
	
	
	
	

	4.5.8
	Quincy Vacuum pumps are microprocessor controlled.  Failure would be detrimental to surgery and medical services.
	Not Yet Assessed
	Request written statement of compliance from manufacturer.
	01-Sep-99
	OPR: 

OCR:

POC:  Risk Manager
	Use portable suction equipment and oxygen powered suction equipment.

	
	
	
	
	
	
	

	4.5.9
	Incinerator scrubber, Treatment Technologies, is an integral part of the incinerator system. A failure of this component would shutdown the incinerator.
	Not Yet Assessed
	Request written statement of compliance form manufacturer.
	01-Sep-99
	OPR: 

OCR:

POC:  Risk Manager
	Same as incinerator plan above.

	
	
	
	
	
	
	


	4.6
	Mission Critical Systems: Water Management 
	
	
	

	
	Risk/Threat
	Medical Center Status
	Programmatic Strategy
	Operational Contingency

	
	
	
	Strategy
	Milestone Date
	Responsibility

OPR/OCR
	

	4.6.1
	
	
	
	
	OPR: 

OCR:

POC:
	

	
	
	
	
	
	
	

	4.6.2
	
	
	
	
	OPR: 

OCR:

POC:
	

	
	
	
	
	
	
	

	4.6.3
	
	
	
	
	OPR: 

OCR:

POC:
	

	
	
	
	
	
	
	

	4.6.4
	
	
	
	
	OPR: 

OCR:

POC:
	

	
	
	
	
	
	
	


	4.7
	Mission Critical Systems: Electrical Energy Management and Control Systems
	
	

	
	Risk/Threat
	Medical Center Status
	Programmatic Strategy
	Operational Contingency

	
	
	
	Strategy
	Milestone Date
	Responsibility

OPR/OCR
	

	4.7.1
	Landis & Gyr Energy Management System is unable to monitor and control facilities related equipment.  
	Compliant
	N/A
	01-Dec-99
	OPR: 

OCR:

POC:  Utility Systems Supervisor
	Utility Systems Operators/HVAC Mechanics/Electricians in high state of readiness.

	
	
	
	
	
	
	

	4.7.2
	Normal power provider may not be prepared.  Partial or total loss of normal power.
	Compliant
	Monitor service providers progress in preparation for Y2K.
	01-Dec-99
	OPR: 

OCR:

POC:  Utility Systems Supervisor
	Facility emergency power systems in high state of readiness.

	
	
	
	
	
	
	

	4.7.3
	Microprocessors in Automatic Transfer Switches may cause failure.  Would cause delays in transferring to emergency system if needed.
	Not Yet Assessed
	Request for compliance documentation from manufacturer.
	01-Sep-99
	OPR: 

OCR:

POC:  Risk Manager
	Automatic Transfer Switches will be manually transferred to emergency power position.

	
	
	
	
	
	
	

	4.7.4
	Microprocessors in generator control panels may fail causing generators not to start automatically in the event of a failure of the normal power source.
	Not Yet Assessed
	Request for compliance documentation from generator control panel manufacturers.
	01-Sep-99
	OPR: 

OCR:

POC:  Risk Manager
	Manually start generators and transfer to emergency power if needed.

	
	
	
	
	
	
	

	4.7.5
	Line isolation monitoring devices containing microprocessors may fail causing increased risk to sensitive patients.
	Not Yet Assessed
	Request for  compliance documentation from line isolation manufacturer.
	01-Sep-99
	OPR: 

OCR:

POC:  Facilities Equipment Management Supervisor
	Biomedical Engineering Technician/Electrician in high state of readiness

	
	
	
	
	
	
	


	4.8
	Mission Critical Systems: Building Transport Systems
	
	
	

	
	Risk/Threat
	Medical Center Status
	Programmatic Strategy
	Operational Contingency 

	
	
	
	Strategy
	Milestone Date
	Responsibility

OPR/OCR
	

	4.8.1
	Montgomery Elevator Computer Overlay
	Not Yet Assessed
	Request for compliance documentation from manufacturer.
	01-Sep-99
	OPR: 

OCR:

POC:  Utility Systems Supervisor
	Provide manual control via Two way radio

	
	
	
	
	
	
	


	4.9
	Mission Critical Systems: Other Systems 
	
	
	

	
	Risk/Threat
	Medical Center Status
	Programmatic Strategy
	Operational Contingency

	
	
	
	Strategy
	Milestone Date
	Responsibility

OPR/OCR
	

	4.9.1
	
	
	
	
	OPR: 

OCR:

POC:
	

	
	
	
	
	
	
	

	4.9.2
	
	
	
	
	OPR: 

OCR:

POC:
	

	
	
	
	
	
	
	

	4.9.3
	
	
	
	
	OPR: 

OCR:

POC:
	

	
	
	
	
	
	
	




Contingency Planning for Facility-Wide Mission Critical Systems

Cross-Functional Task Listing

4.1
Mission Critical Systems:  Emergency Communications Management Systems

	Mission Critical System 

Tasking Number
	Pharmacy Service
	Security Service
	Nursing Service
	Facilities Management

	4.1.1
	
	
	
	POC:  Facilities Equipment Management Supervisor

	4.1.2
	
	
	
	POC:  Health and Safety Manager


4.2
Mission Critical Systems:  Security Systems

	Mission Critical System 

Tasking Number
	Pharmacy Service
	Security Service
	Nursing Service
	Facilities Management

	4.2.1
	
	
	
	X

	4.2.2
	X
	
	
	

	4.2.3
	X
	
	
	

	4.2.4
	
	X
	
	

	4.2.5
	
	
	
	X

	4.2.6
	
	
	X
	


APPENDIX  G

SECTION/EQUIPMENT ITEM LEVEL CONTINGENCY PLAN TEMPLATE EXAMPLE

(NOTE: TO BE FILLED OUT AND POSTED ON AN EQUIPMENT ITEM IN A DOCUMENT PROTECTOR FOR READY REFERENCE, OR IN A SECTION’S Y2K CONTINGENCY PLANS/PROGRAM BINDER
YEAR 2000 CONTINGENCY PLAN ADDENDUM:

SYSTEM/EQUIPMENT:

LOCATION AND POINT OF CONTACT/OPR:

START UP PROTOCOL:

DATES EQUIPMENT IS THREATENED:

EXPECTED EFFECTS/RISKS OF FAILURE:

TRAINED PERSONNEL ON HAND ON THREATENED DATES:

	DATE
	NAME
	PHONE #
	BEEPER #
	ADDRESS:

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


EQUIPMENT/TOOLS/REPLACEMENT PARTS/SOFTWARE AND LOCATIONS OF EACH NEEDED FOR START UP PROTOCOL:

	ITEM
	LOCATION/POC AND PHONE NUMBER:

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


VENDOR/MANUFACTURER/SERVICE PHONE NUMBER/ADDRESS:

	COMPANY
	NAME/POC
	PHONE #
	BEEPER #
	ADDRESS

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


Appendix H
Commander’s/Chief Executive Officer’s Y2K Continuity of Operations (COOP) and Contingency Plans Checklist

BACKGROUND 

Medical mission accomplishment relies heavily on computers and electronic devices.  Because of the widespread practice of using only two digits to represent the year in computer databases, software applications, and hardware chips, the potential exists for the failure of automated information systems (AISs), biomedical equipment, and facilities infrastructure items prior to, on, or after 1 January 2000.  This potential for failure is referred to as the “Y2K problem.”

COMMAND RESPONSIBILITIES
Year-2000 is a mission problem.  Commanders at every level, Chief Executive Officers (CEOs), and Hospital Administrators must stay directly involved with the Year-2000 issue because medical missions rely heavily on computer controlled biomedical equipment, facility infrastructure equipment (real property installed equipment and communications equipment), and information systems.  Commanders, CEOs, and Administrators must take a direct and active role in the Y2K resolution process, acting decisively and proactively to: 

· Identify critical missions

· Identify the business processes supporting those missions

· Identify the data and information produced and used by those processes

· Identify the systems and networks that process, store, and distribute information

· Ensure that their systems, equipment, and forces are mission ready

· Prepare Continuity of Operations Plans and Contingency Plans following guidance of this plan at a minimum, as well as organizational specific instructions such as DoDD 3020.26 

· Test their plans during exercises and inspections and modify as needed based upon the results

· Classify COOPs according to content (i.e. as directed in DoDD 3020.26 and AFI 10-208)
The following is a notional checklist that can be used when reviewing the COOP or Contingency Plans at many levels within a medical organization. 

Medical Facility Commander’s/CEO’s Continuity of Operations Plan (COOP) and Contingency Plans Review Guide/Checklist

	Facility Name/Location
	Date:

	ITEM
	YES
	NO
	OPR

	General








         


1. There is an O-6/senior department head project lead for this COOP/Contingency Plan?

2. There are notification procedures for Y2K-related failures within the facility, and to Higher Headquarters (i.e. AFMLO, BUMED, MEDCOM, HQ VA, DHHS, HIS)?

3. The facility or base has a Y2K Help Desk to answer questions and urgent needs? 

4. A date been established for all commanders/CEOs to have Y2K mission COOPs?

5. A date been established for all commanders/CEOs to have Y2K contingency plans.
	
	
	

	Critical Missions - What’s important?

6. Missions/business processes critical to medical mission success are covered in this plan?


7. Threats to life, property, or the environment have been addressed?

8. Possible impacts to personnel (mess facilities, billeting, pay, etc) have been identified?

9. Priorities have been assigned based on the risks and possible mission impacts?
	
	
	

	Risk Management -- What can go wrong?

10. Types of Y2K-related failures have been identified?


11. Critical supplies and resources have been considered?

12. The likelihood of a Y2K-related failure has been assessed/addressed in the plan?


13. Risks to partners (interfaces, COTS vendors, suppliers, etc) have been identified?

14. Roles and responsibilities in Support Agreement(s) with business partners have been addressed related to Y2K potential contingencies?


15. Systems and equipment have been identified which may be effected on critical dates (i.e. 9 Sep 99, 1 Oct 99, 01 Jan 00, 29 Feb 00, 31 Dec 00)?

16. “Drop dead” dates have been established to trigger contingency plans/COOPs?
	
	
	

	Mitigation -- What are the work arounds? 

17. Plan addresses what has been done to reduce the impact of a failure?

18. Work-arounds have been developed and are documented?


19. Alternate sources of supply for critical equipment and business processes have been identified?

20. Plan addresses what additional security procedures will be required?

21. Plan identifies whether additional fire safety procedures will be required?

22. Plan identifies what function(s) can the system provide in degraded mode? 

23. Necessary contracts and support agreements been completed?

24. Plan addresses how to restore operations?

25. Plans address how to get critical data updated?

26. Plan identifies how people have been trained in execution of the COOP?


27. The COOP and supporting contingency plans have been tested? 
When (                )?
	
	
	

	Plan minimum requirements.

28. Medical facility Operational Contingency Plans have been written using (as a minimum) the hazards listed in the appendices of this plan?

29. Medical facility Systems Contingency Plans have been written using (as a minimum) the hazards listed in the appendices of this plan?

30. The medical facility has updated all JCAHO contingency plans to include actions to be taken in the event equipment items (medical and non-medical), communications systems, computer systems, building systems, etc. fail due to a Y2K related date problem?

31. Plan identifies OPRs to verify uninterrupted support from key suppliers to include:  electricity, water, fuels, medical gases, medical supplies, laundry services, food service, telephone service, paging service, and contractors?

32. Plan identifies requirement to verify that local healthcare organizations that are under contract to provide care to DoD and Federal beneficiaries will be able to provide uninterrupted care on key Y2K-related dates?

33. All JCAHO contingency plans have been updated to ensure medical facility can continue to operate if one or more of its key suppliers or contracted health care organizations is unable to provide services?

34. Plans address how results of contingency plan exercises will be documented and critiqued, and plans have been revised based upon this information?

35. Contingency plans and COOPs have been reviewed and approved by the medical facility Executive staff, and applicable department heads?
	
	
	


Appendix I.

Glossary of References and Supporting Information
References

Executive Order,Year-2000 Conversion, 4 February 1998

DoDD 3020.26, Continuity of Operations (COOP) Policy and Planning, May 26, 1995

AFPD 10-2, Readiness

AFPD 33-1, Communications and Information Systems

AFPD 33-3, Information Management

AFI 10-208, Continuity of Operations Plans

AFI 91-213, Operational Risk Management (ORM) Program

AFMAN 10-401 Volume 1, Operation Plan and Concept Plan Development and Implementation

Abbreviations and Acronyms

AFI

Air Force Instruction

AFCA

Air Force Communications Agency

AFCIC

Air Force Communications and Information Center

AFMAN
Air Force Manual

AFPD

Air Force Policy Directive

AIS

Automated Information System

COOP

Continuity of Operations Plans

DoDD

Department of Defense Directive

HVAC

Heating, Ventilating, and Air Conditioning

MAJCOMs
Major Commands

NAF

Numbered Air Force

PMO

Program Management Office

Y2K

Year 2000

Definitions

Automated Information System--A combination of information, computer, and telecommunications resources and other information technology and personnel resources that collect, record, process, store, communicate, retrieve, and display information (AFI 33-121).  As used in this document, AIS refers to systems for which the Air Force owns and maintains the software code.

Business Systems--A combination of information, computer, and telecommunications resources and other AIS technology used to perform the Air Force’s noncombatant business function(s).

Hazard--A danger, risk, or peril.

Impact--The potential consequence of the failure. Assigned a value between 1 and 10.  The greater the impact (severity) of the hazard, the higher the impact value assigned.  For example: a life threatening hazard might be assigned an impact value of 10.

Infrastructure--Date processing items comprised of commercial-off-the-shelf components and for which the Air Force does not own the software code.
Mission Critical--The loss of these critical functions would cause immediate stoppage of direct mission support of wartime operations  (AFMAN 10-401).

Mitigation Strategy--The pre-contingency strategy to ensure that the hazard does not occur or, to lessen its impact if it does occur.

Probability--The probability that a given event (hazard) will occur.  Assigned a numeric value between .0 and 1.0.  The higher the probability of occurrence, the higher the probability value assigned.  Foe example:  An event that is certain to occur (like tax day) is assigned a Probability of 1.
Recovery Plan--Plans for returning to normal operations following the contingency
Score--The mathematical product of the probability and the impact.  Indicates the level of risk assigned to a hazard.  The higher the product, the greater the risk.

START





IDENTIFY PROCESS OR FUNCTION SYSTEM





ESTABLISH PROCEDURES TO TEST THE PLAN EFFECTIVENESS





ESTABLISH PROCEDURES FOR TRAINING PERSONNEL





ESTABLISHING TESTING AND TRAINING PROGRAM





HAVE BACKUP AGREEMENTS


BEEN INITIATED?





HAVE SUPPORT AGREEMENTS


BEEN INITIATED?





DEFINE ROLES AND


RESPONSIBILITIES





IDENTIFY ACTIONS TO TAKE


BEFORE, DURING & AFTER





IDENTIFYING CONTINGENCY PROCEDURES





ESTIMATE COSTS TO


SETUP & IMPLEMENT





SELECT THE


SURVIVORS





IDENTIFY DEGRADATION


OF PERFORMANCE MODE





IDENTIFY COMPLETE


FAILURE MODE





IDENTIFY TIMELINE


TRIGGER DATES





IDENTIFY HAZARDS


TO THE MISSION





ASSIGN IMPACT (1-10)





ASSIGN PROBABILITY (.0-1)





IDENTIFY HAZARDS


TO LIFE & PROPERTY





IDENTIFY DATES OF


POSSIBLE PROBLEMS





ASSIGNING PRIORITIES





IDENTIFYING POTENTIAL FAILURE MODES





IDENTIFYING DATES OF POSSIBLE Y2K FAILURE





EVALUATING THE LEVEL OF RISK





IDENTIFYING POTENTIAL HAZARDS





ESTABLISHING SUPPORT AGREEMENTS



































�PAGE \# "'Page: '#'�'"  �� Should we keep this,  This is not referring to the development of contingency plans, but the existence of current plans.  If there are current contingency plans, they still are relevant to this sentence.
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