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YEAR 2000 BUSINESS CONTINUITY AND CONTINGENCY PLAN
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1 INTRODUCTION

An overview of theY2K Business Continuity and Contingency Plan (BCCP).  This section is prepared once for the entire organization or business unit covered by the plan.

Although everyone is working diligently to ensure that a high percentage of Y2K and related problems will be resolved in a timely and effective fashion for the Indian Health Service (IHS), it must be anticipated that some things will be overlooked or not completed on time. It is also a realization that there are things beyond IHS’ control which could affect its year 2000 initiatives.

Despite best efforts to renovate, validate and implement our mission-critical information systems, IHS, among other federal agencies remains vulnerable to the disruption of its business processes.  Because IHS is highly dependent upon information technology to carry out its business, Y2K-induced failures of one or more mission-critical systems will have a significant (if not severe) impact on its ability to deliver vital services.

The risk of failure is not limited to IHS’ internal information systems.  IHS also depends on external information and data provided by its business partners that include other federal, state and local agencies, as well as private sector organizations.  Finally, like every other organization, IHS also depends on services provided by the public infrastructure i.e., power, water, transportation, voice and data communications.

Because of the various risks — known and unknown, IHS must build a business continuity and contingency plan now to reduce the potential obstacles that could be presented as a result of Y2K business failures.  IHS must look ahead and examine the possible ramifications of these failures and plan to mitigate Y2K risks, not only in its own business operations, but also how these risks affect its partners and infrastructure service providers.  One weak link in the chain of critical dependencies and even the most successful Y2K program implementation will fail to protect against major disruption of IHS business operations, something which IHS cannot afford.

With less than a year left before the turn of the century, the business continuity planning process is critical.  The objective of this plan to produce a strategy that would maintain the highest level of outputs and services available in the event of Y2K induced system failures.  This plan will also serve two more important purposes: 1) It will help to identify alternate necessary resources that can contribute to the continued operation of IHS’ core business processes; and 2) It will promote binding of risk management and mitigation efforts to the Y2K program, helping to identify alternate necessary resources and processes for operating IHS’ core business processes.  While it may not offer long-term solutions, it will serve to assist IHS in preparing for the potential Y2K crisis in a practical and achievable manner to facilitate the restoration of normal service at the earliest possible time in the most cost-effective manner.

This business and contingency plan provides a framework for helping to direct IHS in managing the risk of potential Y2K-induced disruptions to its operations.  It provides information on the scope and challenge before IHS, and offers a structured approach for reviewing the adequacy of IHS’ Y2K business continuity and contingency planning efforts.

BACKGROUND

A brief explanation of the Y2K problem and the need for business continuity and contingency plans.

Dates are a critical element in computer systems processing. In general, most dates programmed in computers are based on a two-digit year field: for instance, "97" rather than "1997."  The high cost of data storage in the early days of computing is the primary reason why a two-digit rather than four-digit year field has been the norm among system developers.  The current potential problem stems from when the Year 2000 is entered as "00", systems may not recognize it as the correct year and programs may fail, reject legitimate year entries, or yield erroneous results.  The problem affects computations that calculate age, sort by date, compare dates or perform other specialized date-related tasks.  The problem can affect mainframe, mid-range, and personal computers alike. The two-digit year field can be found in microcode, operating systems, software compilers, applications, queries, procedures, screens, databases, biomedical equipment, facilities components, laboratory instruments, operating room equipment, and their relevant analysis and reporting data – anywhere there are components which have embedded chips.

1.1 DEFINITIONS

Definitions of key standard terms used in this document.

This document makes use of several terms that may be unfamiliar or may have non-standard meanings:


Term
Definition

Process or Function
Processes or functions critical to successful mission completion that may be impacted by a Y2K failure.  A mission critical process or function.  

Hazard 
A danger, risk, or peril posed by the failure of a given process or function.

Probability
The probability that a given event (hazard) will occur.  Assigned a numerical value between .0 and 1.0.  The higher the probability of occurrence, the higher the probabilities value assigned.  Standards for assessing probability are:

· Risk not likely to occur 

probability = 0.0

· Risk occurrence is improbable 

0.0 < probability < 0.4

· Risk occurrence is probable

0.4 < probability < 0.7

· Risk occurrence is likely to occur
0.7 < probability < 1.0

An event that is certain to occur (like Tax Day) is assigned a probability of 1.0.  Similarly, if the product is known to be non-compliant for Y2K, probability = 1.0 for each of the hazards resulting from the non-compliance of the product.

Impact 
The potential impact (consequence) of the failure.  Assigned a value between 1 and 10.  The greater the impact (severity) of the hazard, the higher the impact value assigned.  Standards for assessing the potential impact are:

· High Risk – Mission Critical – Catastrophic – Components whose failure threaten the life and safety of patients and staff would be assigned an impact value from 7 to 10.

· Medium Risk – Mission Critical – Failure – Components whose failure would cause total or partial failure of the organizations ability to carry out its mission, but no patients or staff are endangered, would be assigned an impact value from 4 to 6.

· Low Risk – Mission Support (Non-Mission-Critical) – Components whose failure would cause an inconvenience and reduce mission effectiveness but no patients or staff could get hurt and the mission still gets done would be assigned an impact value from 1 to 3.

Level of Risk
The Level of Risk of each potential hazard is the mathematical product of the probability and the impact.  It is a quantitative measure of the risk assigned to a hazard.  The higher the product, the greater the risk.  For example: a hazard with a probability of 0.6 and an impact of 4 results in a level of risk of 2.4.  However, common sense should prevail when establishing Levels of Risk for hazards with the most gravest impacts (i.e., where death would result).  Even if the probability of occurrence may be low, a high Level of Risk should still be assigned. 

Pre-Contingency 

Mitigation Strategy 
The pre-contingency strategy to ensure that the hazard does not occur or, to lessen its impact if it does occur.

Post-Contingency Recovery Plan 
Plans for returning to normal operations following the contingency.

Cost
The costs of controls associated with the implementation of and planning for the contingency.  This is not to include the cost for remediation of Y2K non-compliant items.

1.2 THE Y2K PROBLEM WITH RESPECT TO THE ORGANIZATION

Purpose and mission of the organization, its major divisions or business units, and services it provides.

The purpose and mission of __________________________(organization name) is:

The major divisions within (organization name) are:

(as appropriate)  The business units consist of:

The services which are provided include:

Of which the following services are mission-critical, core processes:

1.3 PURPOSE AND SCOPE OF THE Y2K BUSINESS CONTINUITY AND CONTINGENCY PLAN

Statement that the plan documents the process by which BCCP was conducted, provides a repository of continuity planning information and serves as a status report on progress.

The purpose and scope of the BCCP is to document the process by which this activity was conducted in all appropriate (aspects, departments or units).   Further, this document provides a repository of business continuity planning information and serves as a status report on (the organization’s) progress in preparation for the Year 2000.  The BCCP addresses biomedical, laboratory, surgical, intensive/critical care, emergency instruments, equipment, procedures, risk assessment and remediation activities and contingency triggers and their appropriate action(s) which will identify and activate procedures to continue operating (the organization) at a minimal acceptable output during and after a disaster or crisis situation, and the means by which to return to full functionality. 

It is an assumption that because time is of the essence, the BCCP will focus only on mission-critical issues and components which are relevant to the continuing business functionality and remediation of failures in (the organization), which are prioritized in this order: 1) the delivery of high quality, patient healthcare services, and 2) revenue generation.  Those essential but non-mission-critical issues and/or components will not be addressed in this document, but will be advocated to be addressed in (the organization’s) long-range planning documents which will follow later.

1.4 ORGANIZATION OF THE DOCUMENT

A brief description of what is contained in each section of the document.

The following is a brief description of the contents of this document, by section.

All sections which follow and a one sentence description…

2 BUSINESS CONTINUITY PLANNING APPROACH

A description of the overall approach used to develop the BCCP.  This section is prepared once for the entire organization or business unit covered by the plan.

The overall approach used to develop the BCCP is by using the templates completed herein as the focus for identifying mission-critical systems, devices, components, instruments, data and procedures.  These templates provide a quick reference to the identified potential risk, its level of risk in terms of high, medium or low risk, its potential impact in the ability to continue doing business at a minimal acceptable output level, identifying a proactive plan to mitigate the potential risk long before the turn of the century, and if it fails, the probability of when that could occur, along with identifying the type of and when a contingency trigger could occur, and the remediation or corrective action to be taken at that time to recover from the failure and resume doing business at some acceptable level.

2.1 ORGANIZATION, ROLES AND RESPONSIBILITIES

Description of the BCCP team organization structure, roles and responsibilities. 

The BCCP team, in coordination with the Y2K Coordinator and other members of the Y2K working group are identified according to their respective positions, roles and responsibilities as detailed below.  These individuals will work in close coordination in not only building the BCCP, but on Day Zero and in the event of disaster, throughout the duration of any failures, to full operational capacity.  These individuals will also be the appropriate contacts for their respective areas of expertise.  The purpose for naming an alternate coordinator or designate is to have a full backup contingent, thus alleviating the single point of failure and to more evenly distribute workload in preparation and in the event of a failure or disaster.

Role/Title



Name


Responsibility
Contact #

Area ISC:


Designate:

Y2K Coordinator:


Designate/Co-Coordinator:

Biomedical Coordinator:


Designate/Co-Coordinator:

Facilities Coordinator:


Designate/Co-Coordinator:

Telecommunications Coordinator:


Designate/Co-Coordinator:

RPMS Coordinator:


Designate/Co-Coordinator:

COTS Coordinator:


Designate/Co-Coordinator:

BCCP Coordinator:


Designate/Co-Coordinator:

Supply Vendor Coordinator:


Designate/Co-Coordinator:

Pharmaceuticals and Short Shelf-Life

 Supplies Coordinator:


Designate/Co-Coordinator:

Alternate Arrangements Coordinator:


Designate/Co-Coordinator:

Staff Training Coordinator:


Designate/Co-Coordinator:

2.2 METHODOLOGY

Summary description of the process methodology followed by the organization in developing the BCCP.

The process methodology followed by (organization name) in developing this BCCP includes evaluating high, medium and low risk, mission-critical components and/or core processes in the facility.  As referenced previously, this risk is defined as associated with the efficient and continual delivery of high-quality patient healthcare, as a first priority, and secondly, as it affects revenue generation.

2.3 ASSUMPTIONS AND CONSTRAINTS

Key assumptions and constraints regarding the organization’s operating environment when Y2K problems might occur. 

Some key assumptions and constraints in (the organization)’s operating environment when the highest possibility of when Y2K problems might occur include the following:

· Biomedical equipment may fail to function at a critical time and there is no backup or compliant equipment available in-house;

· Laboratory equipment failures or are non-functioning and no backup or compliant equipment inhouse;

· Infrastructure failures either intermittently occurring or sustained failure, resulting in loss of electrical, water, heating and telecommunications, coupled with ineffective or non-sustainable backup generation units;

· RPMS and/or other computer application software fails, disabling user to access critical patient data and there is no hardcopy record;

2.4 CONTINGENCY PLAN TESTING

General description of the procedures that will be used to ensure that the individual contingency plans are feasible and will provide the desired level of business continuity.

The procedures which will be used to ensure that the individual contingency plans are actually feasible and those which will provide the desired level of business continuity will be compiled and reviewed by the team members, and coordinated through the BCCP Coordinator and/or his designate/co-coordinator, who will also lead the other coordinators in writing their appropriate procedures for their respective areas of responsibility.  Thereafter, these procedures will be tested after having all relevant personnel trained and prepared.  There will be ongoing, weekly meetings of progress amongst all members of the Working Group, with a time set aside for testing each procedure.  Modifications to these procedures will be submitted thereafter to the BCCP Coordinator for including in the BCCP document. 

Additionally, the HQW BCCP Coordinator will be responsible for following up with the Area Y2K Coordinator to ascertain need for further preparatory assistance in the BCCP and other procedures and to test readiness, and will advise the Y2K Coordinator of the scheduled onsite visit to perform testing.

2.5 PROCESS FOR UPDATING PLANS

Description of the procedures the organization will follow in keeping the BCCP current and viable

The procedures which (the organization) will follow to update the BCCP are stated below, and will be coordinated through the Working Group’s BCCP Coordinator.  This person will be responsible for updating the BCCP document on a weekly basis and then scheduling a time for testing updated procedures.

Details of these procedures are as follows: (or reference a table)

…

3 BUSINESS CONTINUITY PLANS

3.1 BUSINESS PROCESS ANALYSIS

Brief descriptions of the organization’s business processes and identification of those core processes which, if they could not be performed, would have an unacceptable impact on the organization’s ability to fulfill its mission and conduct its business.  Core business processes are decomposed into their essential subprocesses.  This section is prepared once for the entire organization or business unit covered by the plan.

(The organization’s) business processes include:

… (name them.  These are examples of core processes and their critical core subprocesses)

Core Business Process

Critical Core Subprocesses

Patient Care Processes

Admissions/Patient Registration

Patient Routing Process – Emergency

Patient Routing Process – Non-Emergency

Insurance and Third Party Billing

Contract Health Referral Service

Intensive Care/Critical Care

High Risk Patient Care (Cardiac Care)

Surgery and Post-Op/Recovery

Outpatient Care


Medication and Pharmacy






Alternate Treatment Facilities

Pharmacy



Supply Chain/JIT Vendors






Critical and Limited Shelf Life Supplies

Specialized Clinical Services

Biomedical Service and Analysis

Radiology

Nuclear Medicine

Laboratory Services and Specimen Analysis

Dental Care Services

Burn and Trauma Care

Pediatrics

Obstetrics and Gynecology


Nursery


Emergency/High Risk Neonatal Care

Elder Care

Physical Therapy

Facilities and Infrastructure

Telecommunications

The breakdown of the core business processes follow in the subsequent sections.  

If these core business processes could not be performed, they would have an unacceptable impact on (the organization’s) ability to fulfill its mission and conduct its business, and will be evidenced of the criticality of these processes in the following subsections, as well as in the Risk Mitigation template, found later in this document.

3.1.1 Core Business Processes

(The organization’s) core business processes include:

… (name them.  You must define what is core and relevant to your installation.)

3.2 BUSINESS IMPACT ANALYSIS

Key continuity planning information for the organization’s core business processes and subprocesses.  This section is repeated for each core process, using a set of tables to compile and analyze the process characteristics and impact on the organization, its customers, and external organizations should the process be disrupted.  A second set of tables describes the critical supporting systems and resources on which the core business process depends and develops a strategy for continuing operations in the event of a failure of one or more of them.

The business impact on the organization’s ability to fully utilize its core business processes and subprocesses could range from negligible to critical, depending on the immediate need, whether or not there was a backup or workaround, or if it could be obtained via another source, for example, a sister facility which could handle (or transfer) the needed process/tool from (the organization’s) facility.  The following tables address each core process and subprocess, its characteristics and potential impact, its customers/patients, external organizations, critical supporting systems and resources upon which the core business process depends, and a strategy for continuing operations, from a minimal acceptable level of output to full functionality, in the event of a crisis or disaster.  

3.2.1 Core Business Process and Subprocesses

The core business process and its essential subprocesses from Section 3.1, Business Process Analysis.  

Refer to Section 3.1.1 for a list of the core business processes and their related subprocesses, as appropriate and the following section of tables.

TABLE 1: PROCESS INFORMATION

INSTRUCTIONS FOR COMPLETION
GENERAL INSTRUCTIONS

The purpose of this table is to summarize key information about the core business processes for an organization or business unit.  It identifies the core business processes and the subprocesses that are crucial (mission-critical) to the organization’s mission, and it describes each process in terms that will facilitate impact analysis and continuity planning.  One copy of the table should be prepared for each core business process.

TABLE HEADING

The name of the core business process is inserted in the Title of the table.

COLUMN 1: Core Business Process/Priority

The name of the core business process is entered at the top of this column.  The priority for the process is a relative priority as determined by senior management of the organization or business unit, and is expressed as 1,2,3 etc.  The critical subprocesses essential to the core business process are then listed below the core process.

COLUMN 2: Minimum Acceptable Level of Output or Service

A brief description of the Minimum Acceptable Level of Output or Service for each subprocess is entered in this column.  The Minimum Acceptable Level of Output or Service is that level of outputs or services from the subprocess that will be minimally acceptable to the user or customer for a finite period of time if Y2K-related problems impact the normal level of service delivery. The Minimum Acceptable Level of Output or Service may be expressed as a subset of the normal outputs or services or as a slower response time to a request for output or service, and should include a clearly defined period of time for which it is acceptable.  The Minimum Acceptable Level of Service may be dictated by regulations or policy, or may be negotiated with the user or customer.  

COLUMN 3: Customers

The customers, recipients, or users of the service or output of the core business process or its subprocesses are entered in this column.  If there is a single customer set for the core process, it needs to be entered only once.  In some cases, however, different subprocesses may have different customers, in which case the customer set for each subprocess should be identified.

COLUMN 4: Information Interface Partners

If the core process or subprocesses exchange information with external organizations other than Customers, those organizations are identified in this column.  Information Interface Partners may include, for example, vendors, service providers and regulatory or reporting agencies.

COLUMN 5: Supporting Systems and Resources

All systems and resources upon which the core process or its subprocesses are critically dependent and which could be affected by Y2K problems are identified in this column.  Supporting systems include not only the major internal information systems that support the business process, but also external information and infrastructure systems such as telecommunications, electric power or other utilities.  Resources include supplies, materials or other resources essential to the process, the availability of which could be interrupted by Y2K-related problems.

ANALYSIS OF THE COMPLETED TABLE

Once the Process Information Table has been completed for a core business process, its contents can be analyzed for key information to be acted upon and carried forward for impact analysis and continuity planning.

The Minimum Acceptable Level of Service for a process or subprocess defines the minimum service level the organization must be able to provide while operating in contingency mode.  The final BCCP must be capable of delivering at least this level of service, and customers or users must understand that they may experience this level of service if the contingency operating plan is invoked.

The Customers list should be used to identify and communicate with those customers or users of the process who may be affected if the contingency operating plan must be invoked.  With an understanding of the plan and its ramifications, customers can be better prepared and can adjust their own business continuity plans accordingly.  The Customers list can also be used to develop a contact list of those parties that need to be informed if the contingency operating plan is actually invoked.

The Information Interface Partners list identifies those external organizations, other than customers, upon which the core business process depends for information, or which depend on the core business process for information.  Business continuity and contingency plans should be shared between information interface partners, both to prepare each other for possible modes of operation and to explore ways of accommodating each other.

The Supporting Systems and Resources list identifies those systems and resources upon which the core business process depends.  These become the inputs to Table 2: Continuity Information, as they are the resources for which contingency plans must be developed.

The Core Business Process list and the Supporting Systems and Resources become inputs to Table 3: Dependencies of Business Processes on Application Systems and Common Infrastructure Components, used to identify resources essential to a number of business processes. 

TABLE 2: CONTINUITY INFORMATION

INSTRUCTIONS FOR COMPLETION

GENERAL INSTRUCTIONS

The purpose of this table is to summarize the risk and impact analysis for the core business processes and the planning to address the identified risks.  It identifies the potential failure scenarios for the supporting systems and resources, the potential impact on the business process of a failure of the supporting system or resource, the general approach for continuing business operations, and the resources required to implement the continuity approach.  One copy of the table should be prepared for each core business process.

TABLE HEADING

The name of the core business process is inserted in the title of the table.

COLUMN 1: Supporting Systems and Resources

The name of each supporting system or resource identified in Column 5 (Supporting Systems and Resources) from Table 1: Process Information for this business process is entered in this column.

COLUMN 2: Failure Scenarios

Enter a brief description of the potential failure scenarios for each supporting system and resource listed in Column 1. For a given system or resource, there may be multiple failure scenarios.  A failure scenario might be simply a sudden total and complete failure of the system or resource (such as a total power failure), or there might be partial failures or degradations which are considered possible (such as intermittent data corruption or failure of only certain elements of the system).  The time horizon to failure (the earliest date the failure scenario is expected to occur), if known, should also be included in each scenario.

COLUMN 3: Impact on Process

For each Failure Scenario, briefly describe the nature and severity of the impact the scenario would have on the business process, should it occur.  The nature of the impact might be, for example, (1) brief delays admitting patients or (2) unable to admit patients at all.  The severity of impact might be Low in the first example and High in the second case.

COLUMN 4: Trigger/Approach for Continuing Operations

In this column, describe the trigger for invoking contingency operating procedures and summarize the general approach for continuing operations that will be followed in the event the Failure Scenario actually occurs.  The trigger is a predetermined event or set of circumstances that will force the contingency operating plan to be implemented.  Examples of triggers could include: (1) system down for more than one hour, (2) system up and down intermittently for 12 hours, or (3) system producing occasionally incorrect data for more than 24 hours.  There may be several triggers for invoking contingency plans, or there may be an escalation scenario wherein a certain level of contingency action is taken at the first trigger and greater levels of action are taken over time or when additional triggers occur.

The Approach for Continuing Operations is a brief summary of the business continuity strategy that will be followed for this Failure Scenario.  It could be simply stated as, for example, (1) process admissions manually or (2) use alternate PC software package.  Multiple alternative approaches can be entered for comparative evaluation and selection of the most cost-effective approach.  The detailed procedures for executing the plan and operating in contingency mode are documented in the actual Contingency Operating Plans.

COLUMN 5: Resource Requirements

Identify the resources that will be required to perform the business process in the contingency mode of operations.  Examples of such resource requirements are: (1) Four additional Y2K-compliant PCs with Office 98 software, (2) Two additional temporary security guards, (3) One 500KW diesel generator with 15 days supply of fuel, or (4) A supply of pre-printed forms for manual processing of admissions.

ANALYSIS OF THE COMPLETED TABLE

Once the Continuity Information Table has been completed for a core business process, its contents can be analyzed for key information to be used in prioritizing contingency planning efforts, evaluating alternative approaches, and developing detailed contingency plans.

The Failure Scenarios help focus analysis on realistic, likely problems and aid in “So what?” evaluations.  The Impact on Process data is useful in prioritizing contingency planning efforts.  The Trigger/Approach for Continuing Operations and the Resource Requirements fields facilitate high-level identification and evaluation of alternative approaches, planning and budgeting, and development of detailed contingency plans.

3.3 BUSINESS CONTINUITY PLANS

This section contains the actual procedures for continuing critical business operations in the event of a Y2K-related problem or failure.  This section is repeated for each core business process.

3.3.1 Roles, Responsibilities and Authority

Name the parties involved with their respective role, all responsibility correlative to that role and what authority each participant has.  Name their alternate, as well.

3.3.2 Preparation Procedures for Continuity of Operations

The procedures required to prepare for continuity of operations at (the organization) include: (and name and describe the preparation procedures) include:

3.3.3 Procedures for Invoking the Plan

The procedures for invoking the Business Continuity Plan include the following, in this order: (name and describe procedures for invoking the CP)

3.3.4 Procedures for Operating in Response Mode

There are critical procedures required for operating in response mode after a contingency or business continuity interruption has occurred.  Such procedures for operating in Response Mode are named and defined below.  (name and describe the procedures in their proper sequential order.  Note that if there are concurrent procedures which must be executed simultaneously, describe the dependency and correlation of the procedures together.)

3.3.5 Criteria and Procedures for Returning to Normal Operating Mode

Just as it is imperative to respond effectively and efficiently in a failure-triggered or business continuity-interrupted Response Mode, it is also necessary to set criteria and name, define and order the procedures which allow for returning to a normal operational mode.  Those criteria and procedures for returning to Normal Operating Mode are described below.  (name, describe and put in chronological order, stating concurrent procedures and/or dependencies as appropriate).

3.3.6 Procedures for Recovering Lost or Damaged Data

Because we are all human and there are many issues surrounding Y2K vulnerability, it is anticipated that (the organization) will experience some loss or damage in computer or equipment data, and that it must be recovered as quickly and as thoroughly as possible.  The procedures for recovering lost or damaged data are named and described below.  (name and describe the procedures, designating responsible party(ies), and order for executing these procedures.  It is also suggested that reference be made to other appropriate documents or procedures.)
3.3.7 Expected Life of Plan

Although no one knows for certain how long the Business Continuity Plan will be in effect, it is (the organization’s) view that the life of this Plan will exist for ______________ (days/weeks/months). (State a general idea of how long the organization anticipates being in response mode.  Be thinking about the next phase of planning, (long-term) to correct non-mission-critical components or procedures, and whether or not these longer term plans will affect this current business continuity plan.) 

3.3.8 Estimated Cost to Implement Plan

The estimated cost to implement the Business Continuity Plan is based on the following factors, along with an approximately line item value (or refer to a detail table for calculating these costs).  These factors include:

Assessing and Documenting Equipment, Instruments and Facilities Inventory

Replacing Non-Compliant Equipment


Business Office Equipment:  PCs, Telecommunication, RPMS and COTS Software, Peripheral Devices

Biomedical Equipment


Laboratory Equipment


Other Hospital or Patient Care Equipment


Facilities Equipment

Renovating Non-Compliant Equipment


Business Office Equipment:  PCs, Telecommunication, RPMS and COTS Software, Peripheral Devices

Biomedical Equipment


Laboratory Equipment


Other Hospital or Patient Care Equipment


Facilities Equipment

Personnel


Triage Efforts


Additional or Auxiliary Manpower Allocation

Supplies 


Stockpiling


Food


Just-in-Time Delivery Arrangements


Alternate Supplier Arrangements


Critical, Short-shelf life Pharmaceuticals


Blood and Blood Products Availability


Linen and Other Patient Care Supplies

Infrastructure


Backup Supplies, Vendors and Auxiliary Equipment


Failover Equipment

Power Generators and Fuel


Water


Backup Plans and Vendor Assistance for Auxiliary Systems

From all line items and their estimated costs, the expense estimated to implement this Continuity Plan is approximately $ ________________.  (consider overhead costs on personnel and benefits, auxiliary personnel, etc.  Also state if funding is available and when it can be used, who will administer the distribution of funds.)

3.3.9 Training On and Testing of Plan

Those personnel responsible for providing training of personnel on the Continuity Plan include:

Those personnel responsible for performing the Continuity Plan testing efforts include:

The procedures to provide personnel training and Continuity Plan testing are named and described below.  They also include approximate dates when both training and testing will occur.

3.4 SUMMARY OF CRITICAL DEPENDENCIES

This section summarizes the critical dependencies of the core business processes on the supporting systems and resources, for the purpose of identifying and prioritizing systems and resources that are critical to multiple core business processes.  This section is prepared once for the entire organization or business unit covered by the plan.

Within (the organization) are many critical dependencies of the normal and continuous core business processes on supporting systems and resources.  This section will identify and prioritize those systems and resources which are critical to multiple core business and mission-critical processes, such as computing equipment in general, and departmental procedures and functions more specifically.  

3.4.1 Introduction

The critical dependencies will be categorized by department, from the top level downward, with a view of the delivery of high quality patient healthcare as a first priority, and secondly, as a source of revenue generation and general business functions. (this may be cross-referenced using the examples of Finance BCCP, Patient Registration BCCP and/or the Facilities BCCP.)  (Note that the following is merely a suggestion of the types of dependencies which may be found in the facility. Apply the critical dependencies as appropriate to these categories, and add others as appropriate to your facility.) Use Table 3 to document this process.  
Department or Unit

Critical Dependency

Associated Dependencies

Patient Registration

Computing Resources

Admissions Records


Medical Records


Insurances

Emergency or Urgent Care
Medicines & Supplies

Medical Records





Infrastructure/Utilities





Laboratory & Biomed Equipment
Medical Records

Inpatient Care


Medicines & Supplies







Infrastructure/Utilities





Laboratory & Biomed Equipment

Outpatient Care


Medicines & Supplies

Medical Records





Infrastructure/Utilities





Laboratory & Biomed Equipment

Pharmacy


Computing Resources

Medical Records

Telecommunications

Insurance Records

Contract Health Referral

Computing Resources

Medical Records

Telecommunications

Insurance Records

Business Office


Computing Resources

Billing Records


Telecommunications

Insurance Carriers

Computing Resources

Insurers Records

Claims Information

Computing Resources

Claim Generator

Claims & Forms Information
Forms Printouts

Justifications


Proper ICD-9 Coding

Statuses & Claim Cycle

Payments

Purchasing


Computing Resources

Transaction Records 



Telecommunications

Order Processing




Shipping & Receiving

TABLE 3: SUMMARY OF CRITICAL DEPENDENCIES

INSTRUCTIONS FOR COMPLETION

GENERAL INSTRUCTIONS

One result of the business impact analysis for core business processes has been the identification of critical dependencies on supporting systems and resources which have a potential for experiencing Y2K-induced failures.  The purpose of this table is to summarize those critical dependencies for all core business processes of the entire organization or business unit, providing an organization-wide view of process dependencies.  The table provides a comprehensive list of all core business processes and supporting systems and resources, and serves several purposes.  It can be used to identify systems and resources that are critical to multiple business processes, eliminating unnecessary duplication of effort in developing contingency plans.  It also serves as a checklist for ensuring that all critical items have been identified, and can be used as an index to the specific contingency plans associated with each critical system and resource.  Only one such table needs to be prepared for the entire organization or business unit.  The table is formatted as an Excel spreadsheet.

TABLE HEADING

The name of the organization or business unit covered by the Business Continuity and Contingency Plan is inserted in the title of the table.

COLUMN 1: Business Process

The core business processes for the organization or business unit are listed in this column.

ALL OTHER COLUMNS: Business Essential Systems and Resources

List all Supporting Systems and Resources (from Table 2: Continuity Information, Column 1) that have been determined to be critical to one or more core business processes.  A particular system or resource should be listed only once, even if several processes are dependent on it.  It is helpful to group the supporting systems and resources into meaningful categories.  Suggested groupings are:

· Business Essential Application Systems

· Mission Critical Systems (as defined and reported to OMB)

· Non-Mission Critical Systems (other systems on which core business processes depend)

· Internal Infrastructure (under the organization’s control)

· Infrastructure Applications (such as office systems, internal electronic mail, etc.)

· Computing Platforms (general purpose hardware and operating systems)

· Local Area Networks and Intranets

· Facility or Building Infrastructure (such as HVAC, security, fire alarm, energy management systems, etc.)

· Other Internal Infrastructure (such as mail rooms, shipping and receiving, warehousing, etc.)

· External Processing Support

· Service Bureaus

· Clearinghouses

· Third Party or Shared Data Centers

· Public Infrastructure

· Telecommunications (local and long distance)

· Internet

· Financial or Special Purpose Networks

· Utilities (such as electric power, gas, water and sewer, waste disposal, etc.)

The exact groupings to be used will depend on the nature and number of the organization’s supporting systems and resources.

Using Table 2: Continuity Information for each core business process, place an “X” in the row for that process under each system or resource on which the process is critically dependent.

ANALYSIS OF THE COMPLETED TABLE

Examine the table for columns (Supporting Systems and Resources) that contain multiple X’s.  This can help in prioritizing contingency plans, since contingency planning is most important for systems and resources that are essential to a number of core business processes.  Also, any such system or resource is a candidate for the development of a single contingency plan that could satisfy all of the processes that depend on it, at a lower cost than having a contingency plan for each process.  For example, if many core business processes are critically dependent on electric power at a facility, a single diesel generator capable of providing enough power for all core processes might be a more cost-effective solution than requiring each process to deal with a power failure on its own.

4 CONTINGENCY PLANS

The individual contingency plans for each system, resource or infrastructure component that has been identified as requiring a Y2K Contingency Plan.

4.1 INTRODUCTION

This section contains a list of each system, resource or infrastructure component requiring a Y2K Contingency Plan, the title and location of the plan if it exists (or the schedule and status of its development), and the organization and individual responsible for the plan.  This section is prepared once for the entire organization or business unit.

4.2 INDIVIDUAL CONTINGENCY PLANS

A description of the Y2K Contingency Plan for a specific critical system, resource or infrastructure component.  If the plan involves complex or lengthy operating procedures, they can be maintained separately and referred to by this summary description.

4.2.1 Background Information

4.2.1.1 Objective

4.2.1.2 Risk or Event

4.2.1.3 Overall Plan

4.2.1.4 Life of Plan
4.2.2 Roles, Responsibilities and Authority

4.2.2.1 Business Unit Management

4.2.2.2 System Manager

4.2.2.3 Business Resumption Team
4.2.3 Preparation

4.2.4 Executing the Plan

4.2.5 Resources

TABLE 1: PROCESS INFORMATION

KEY CONTINUITY PLANNING INFORMATION FOR BUSINESS PROCESS  XXX
Core Business Process/ Priority
Minimum Acceptable Level of Service
 Customers
Organizations which are Information Interface Partners
Supporting Systems & Resources







TABLE 2: CONTINUITY INFORMATION

CONTINUITY PLAN FOR BUSINESS PROCESS XXXX

Supporting Systems & Resources
Failure Scenarios
Impact on Process
Trigger/Approach for Continuing Operations
Resource Requirements







TABLE 1: PROCESS INFORMATION – sample only
KEY CONTINUITY PLANNING INFORMATION FOR BUSINESS PROCESS AREA OFFICE
Core Business Process/ Priority
Minimum Acceptable Level of Service
 Customers
Organizations which are Information Interface Partners
Supporting Systems & Resources
· 
· Distribute/provide funding to ITU healthcare facilities

- Recv advice of allowances from HQ

· Collect funds

· Obligate funds

· Distribute funds

· Telecommunications Management

· Maintain contracts b/t Fed Govt & Tribal entities


<30 days

<120 days

<1 day

<1 day
Healthcare Facilities

Vendors & Svc Prov

Patients

Tribal members

Urban (638s)
IHS HQ
Contract Svc Providers

Telephones/Faxes

ARMS

CHS

PCs/COTS

WAN

LAN/Servers

Facility/(Utilities)

CORE



TABLE 2: CONTINUITY INFORMATION - sample only
CONTINUITY PLAN FOR BUSINESS PROCESS XXXX

Supporting Systems & Resources
Failure Scenarios
Impact on Process
Trigger/Approach for Continuing Operations
Resource Requirements

Telephones/Voice Service

ARMS

CHS

PCs/COTS

WAN

LAN/Servers

Facility/(Utilities)

CORE


No dial tone

Unavailable

Unavailable

Lose 50% (need min. 10)

No WAN Access

LAN down

Bldg access denied

Unavailable


Process becomes slower

Can’t do transaction

Can’t do transactions

Down hard

High

High

High

Wait/ low priority
Use email; USPS, local transportation/courier; cell phones (1 hour)

4 hours

Paper (Form 390), BPA, Form 350, Credit card; PCs w/Excel/COTS

Laptops w/COTS

Relocate staff elsewhere; telecommuting
USPS forms; oncall personnel; plenty cell phones; carriers

Plenty forms; typewriter; laptop & printer







TABLE 1: PROCESS INFORMATION – EXAMPLE ONLY!!!!!

KEY CONTINUITY PLANNING INFORMATION FOR BUSINESS PROCESS – SERVICE UNIT (hospital)
Core Business Process/ Priority
Minimum Acceptable Level of Service
 Customers
Organizations which are Information Interface Partners
Supporting Systems & Resources

· Pharmacy – Meds Dispensing

· Handle scripts

· Dosage Measurements

· Verify allergies/drug interactions

· Physical dispensing of medications

· Assure inventory of frequently-used meds

· Document pt or medical records
IV prep: ~1 hour

Std meds: ~3 hours


Patients

Physicians

Nursing Staff

Laboratory

Information dependent

personnel
Patients

Physicians

Nursing Staff

Laboratory

Information dependent

Personnel

Prime Vendor


RPMS or

National Drug File

Pharmacy package

Pt registration database

Drug Information System

AmeriSource (ordering vendor)

PC/COTS -  (MSSuite, etc.)

Direct billing

Automated dispensing systems (pill counters)

Date/time stamp systems

Security systems

Special environmental

System

Building access



TABLE 2: CONTINUITY INFORMATION – EXAMPLE ONLY!!!!!

CONTINUITY PLAN FOR BUSINESS PROCESS – Service Unit/Hospital

Supporting Systems & Resources
Failure Scenarios
Impact on Process
Trigger/Approach for Continuing Operations
Resource Requirements

RPMS or

National Drug File

Pharmacy package

Pt registration database

Drug Information System

AmeriSource (ordering vendor)

PC/COTS -  (MSSuite, etc.)

Direct billing

Automated dispensing systems (pill counters)

Date/time stamp systems

Security systems

Special environmental

System

Building access


Not operable/accessible

Not enough supplies onhand

Not dispense due to date calculations; no dely to pt

PIXUS unit unavailable

Spoilage of supplies
High: time & information

High

Medium – disruption of system (flow)

High 
Manual typing scripts

Use pre-printed labels

Use PC application

15 minute wait/trigger

Visit the warehouse

Alternate sources

1 day

Move meds to another site;

Increased workload on nursing staff (adjust time)

Have sufficient power for running refrigeration – 10 minutes wait, max
Labels

Typewriters

Train pharmacist in manual operations

Extra personnel

Paper charts/blanks

Printout of  Database (or subset thereof)

Diskette of database (for use on laptop)

Prepare a “tackle box” on floor or ward

Switch to power generator

(review DRP, discuss w/Facilities group)









Table 3 is an Excel spreadsheet file which should be included here when the entire document is printed.  See BCCP Blank Matrix.xls

Year 2000 Business Continuity Plan for:

Financial and Accounting Services

A
BUSINESS IMPACT ANALYSIS SECTION

The Business Continuity Plan focuses on reducing the risk to the business from Y2K-induced failures by identifying potential failure scenarios and defining alternative approaches for conducting business should a failure occur.  This section identifies the core process/subprocesses covered by the plan.  In addition, this section provides key information concerning the process/subprocesses, including the minimum acceptable levels of service, customers, interface partners, and supporting systems and resources.  Finally, this section summarizes the risk and impact analysis for the core business process and the planning to address the identified risks.

A.1
Affected Core Business Process/Subprocesses

Provide accounting and financial services for internal organizations and external clients, including:

- Disbursements

- Fund distribution and accounting

- Debt collection and enforcement

- Cash management

- Automated payments

- General ledger maintenance

- Funds reporting
A.2

Key Continuity Planning Information

Table 1: Process Information summarizes key continuity planning information for the core process, including the minimum acceptable levels of service, the customers, the organizations that are information interface partners (either input or output interface whether automated or manual), and the supporting systems and other resources used in the process.  Only core subprocesses and associated components are included in the table.  If the subprocess is listed in the table with no associated components, all components are considered core.  Where appropriate and data is available, the information (minimum acceptable levels of service, customers, interface partners, and supporting systems and resources) is organized by subprocess.  Otherwise, the information pertains to the entire process. 

TABLE 1: PROCESS INFORMATION

KEY CONTINUITY PLANNING INFORMATION FOR FINANCIAL AND ACCOUNTING SERVICES

Core Business Process/ Priority
Minimum Acceptable Level of Service
 Customers
Organizations which are Information Interface Partners
Supporting Systems & Resources

Provide accounting and financial services for internal organizations and external clients, including:

- Disbursements

- Fund distribution and accounting

- Debt collection and enforcement

- Cash management

- Automated payments

- General ledger maintenance

- Funds Reporting
- Maximum 1 day delay in distributing funds

- Maximum delay in making recipient payments of 2 days

- Cash management, debt collection, and recipient reporting delayed no longer than 15 days

- Maximum delay in processing request for funds of 3 days
Area Offices

Headquarters

Local offices

Recipients
U.S. Treasury

First Bank System

ACH
- Financial Accounting System (FAS)

- Local Area Network (LAN)

-Desktop PC

- Check writer

- Telephone Service

- Building access

A.3

Process Risks, Approaches for Continuing Operations, and Required Resources
Table 2: Continuity Information summarizes the risk and impact analysis for the core business processes and the planning to address the identified risks.  Identified are the potential failure scenarios for the supporting systems and resources; the priority and impact on the business of each failure, the general approach for continuing business operations, and the trigger for implementing the approach should a failure occur.  Resource requirements to implement this approach are also identified.
TABLE 2: CONTINUITY INFORMATION

CONTINUITY PLAN FOR FINANCIAL AND ACCOUNTING SERVICES

Supporting Systems & Resources
Failure Scenarios
Impact on Process
Trigger/Approach for Continuing Operations
Resource Requirements

Financial Accounting System (FAS)
System/server not operational due to Y2K failure
High – needed to process payments in a timely manner
Trigger: system unavailable 4 hours

Response: Process accounting transactions manually
- Overtime for existing staff

- Set of accounting forms

- Manual operations procedures

LAN
LAN down due to Y2K failure: unable to access FAS
Medium – needed to access FAS from PCs
Trigger: System down 4 hours

Response: Process accounts in a degraded mode using spare laptops to connect to FAS
Spare Y2K compliant laptops that can connect directly to FAS for designated staff

Desktop PC
Desktop HW/SW inoperable due to Y2K problem
High – needed to run accounting application
Trigger: PC unavailable 1 day

Response: Process accounts in a degraded mode using spare laptops to connect to FAS
Spare Y2K compliant laptops that can connect directly to FAS for designated staff 

Check Writer
Machine not operable due to Y2K problem
Medium – unable to write checks
Trigger: machine unavailable 2 days

Response: write checks manually
- Overtime for existing staff

- Check stock

Telephone Service
Loss of dial tone due to Y2K failure
Medium – could not communicate with customers over the phone
Trigger: Dial tone unavailable 1 day

Response: Use cellular phones
Cellular phones for designated staff

Building Access
No access to facility due to Y2K failure
High – not able to access accounting system or files
Trigger: Facility unavailable 1 day

Response: Use laptops and work at home
Spare laptops with modem for designated staff

B
PROCEDURAL SECTION

This section of the Business Continuity Plan contains information concerning the implementation of approaches for continuing business operations should a failure occur.  It identifies the roles, responsibilities, and authority for implementing the plan, procedures and associated costs for implementing the approach, and the expected life of the plan.  Finally, this section identifies the training and testing that was performed to prepare for potential implementation of the plan.

B.1
Roles, Responsibilities, and Authority
Responsible for Invoking Plan:  

Janet Jones 







Director, Division of Financial Management (DFM)







703-443-6557     

Responsible for Implementing Plan:

Janet Jones







Director, Division of Financial Management (DFM)







703-443-6557

In the event that DFM is unable to process financial actions due to critical Y2K date problems, the DFM Business Resumption Team will analyze the problem and be responsible for invoking specific procedures and contingencies for processing in a backup mode.

B.2
Preparation Procedures for Continuity of Operations

· Ensure that the forms and procedures for manual processing of procurements are up-to-date. (To be completed by the DFM Division Director by 1 December 1999).

· Backup appropriate files from server to diskettes. (Mary Smith, Accounting Analyst, will ensure that this has been completed on 29 December 1999).

B.3
Procedures for Invoking the Plan

Triggers: Reference Table 2: Continuity Information.

· Internal Notification Procedures: The following individuals will be notified by the DFM Division Director that the plan is being implemented:

· Director, FSC

· Chief Information Officer (CIO)

Customer/Business Partner Notification: Customers and information interface partners identified in Table 1: Process Information who will be affected by the implemented procedures will be notified once the plan has been implemented.  The names and mailing addresses for these customers and partners are maintained by the DFM Division Director.  Branch Chiefs and Team Leaders will be responsible for notifying their customers.  The DFM Division Director will notify interface partners.

Resources: Obtain all resources identified in Table 2: Continuity Information.  (to be distributed by Mary Smith, Accounting Analyst).

B.4
Procedures for Operating in Response Mode
B.4.1
Process Accounting Transactions Manually
General instructions: Use the forms identified for manual tracking and processing of financial accounting actions.  The same data, codes, and transactions used for FAS apply to the paper forms.

Specific procedures:

· Use the forms identified below for the appropriate action:

-
List of financial forms to be used
· Maintain documentation and prepare a weekly activity report that tracks each type of action conducted.  The report will be used to enter the data into FAS when normal operations are resumed.

B.4.2
Use Cellular Phones
General instructions: Obtain the required number of cellular phones needed for continuity operations from the Director, DFM.

Specific procedures:

· Upon notification by the DFM Division Director, Branch Chiefs, and Team Leaders will distribute cellular phones to designated contracting officials.

· Individuals receiving phones will sign the phone log and be accountable for the property until its return.

B.4.3
Write Checks Manually
General instructions:   None.

Specific procedures:
· Hand write the recipient, amount, date information in same form as automated system for each item as required by standard procedure.

· Log each check on paper form so automated check log can later be updated.

B.4.4
Use Existing Laptops and Work from Home
General instructions: Existing laptops will be shared among DFM staff to process accounting transactions.  Upon notification from DFM Division Director, those employees working on time-critical financial processes may be authorized to work at home using existing laptops under arrangements agreed upon with their supervisors that are tailored to the specific situation. 

Specific procedures: None - must be determined at the time the plan is implemented, depending on the specific work being affected.

B.5
Criteria and Procedures for Returning to Normal Operating Mode 
Triggers: After verification that the affected resource has returned to normal operating status.

Internal Notification Procedures: The following individuals will be notified by the DFM Division Director that normal operating procedures should be followed:

· Director, FSC

· Chief Information Officer (CIO)

Customer/Business Partner Notification: Customers and business partners will be notified that normal operations have been resumed.  The names and mailing addresses for these customers and partners are maintained by the DFM Division Director.  Branch Chiefs and Team Leaders will be responsible for notifying their customers.  The DFM Division Director will notify interface and business partners.

Resources: One week after return to normal operating procedures, dispose of all resources as follows (to be completed by Mary Smith, Procurement Analyst):

· Return emergency cellular phones to Director, DFM.

· File all excess blank forms, for possible use in the future.

B.6
Procedures for Recovering Lost or Damaged Data 

· If problems are experienced with FAS, determine integrity of data in question and resolve the problems identified.
· Enter data recorded manually under the weekly activity report into FAS.

· Enter data recorded on the check log into FAS.

B.7
Expected Life of the Plan


It is anticipated that business operations can continue in this mode for 30 days.

B.8

Estimated Cost to Implement Plan
Total Staff Weeks for Detailed Staff
None identified

Total Overtime for Existing Staff
$92,500

Total Temporary Contractor Support
None identified 

Total Equipment Costs
$12,000 (laptops and cellular phones)

Total Other Direct Charges
$300 (blank forms)

B.9
Training On and Testing of Plan 

The following methods will be used to determine the viability of the Business Continuity Plan (check all appropriate methods).  The training on and testing of plans, using whichever methods have been checked below, will be completed by 28 February 1999.

__ __
Plan Review:





______      Plan Rehearsal (Desktop Exercise):




______      Plan Rehearsal (Simulation):





______      Plan Audit: 


Year 2000 Contingency Plan for:
Financial Accounting System (FAS)
Plan # (to be assigned by the CIO’s Office)
Created by:______________________________  Date: ____________________

Director Approval:________________________ Date: ___________________

Background Information
Objective:  

Return FAS to normal operations as quickly as possible.

Risk or Event:  

FAS is inoperable due to a Y2K date failure.

Overall Plan:  

In the event FAS is unable to provide automated support due to a critical Y2K date problem, all automated processing using FAS will be suspended until appropriate corrections are made.  The FAS Contingency Team will analyze the problem, see that corrections are made, and retest the system immediately.

Life of Plan:  

Assumes FAS is down for a period of up to 30 days.

Roles, Responsibilities, and Authority
Responsible System Managers:  
Director OIRM, Jane Doe, (703) 443-7075

 Notify responsible System Administrator of FAS problem.

 Notify system users that FAS operations are suspended.

 Direct problem resolution effort.

FAS Contingency Team: 

Chief Systems Development Branch, Bill Smith,  (703) 443-7075

Computer Specialist, Bob Jones, (703) 443-2499

Application Software Systems (contractor support), (703) 893-7200

 Prepare backup files.

 Identify/analyze the problem.

 Y2K Problem Report

 Retest FAS

 Restore FAS automated support from backup files.

Preparation
Ensure that adequate maintenance/service agreements are in place with FAS software and database vendors to correct any possible Y2K problems. To be completed by Bill Smith by 15 December 1998.

Prepare backup files of critical FAS operations information. To be completed by Bob Jones and Application Software Systems database managers by 29 December 1999.

Execution of the Plan
Note: See FAS Manual Operations Procedures located in Room 5C18 for all information to execute the backup FAS Manual Operation Plan.

1.  Suspend FAS automated support immediately when a failure is detected.

2.  Notify the responsible IHS Manager that FAS is down.

3.  Notify FAS System Administrators and users of suspended operations.

4.  Assemble the FAS Contingency Team.

5.  Isolate/identify/analyze the FAS Y2K problem.

6.  Initiate a FAS Y2K Problem Report.

7.  Place a service/maintenance call to Application Software Systems to correct the Y2K problem.

8.  Monitor/track Application Software System’s service/maintenance call activities.

9.  Make the necessary Y2K corrections to FAS.

10.  Retest FAS for Y2K compatibility.

11.  Restore FAS to an operational state from the backup files.

12.  Resume/monitor FAS automated operations.

13.  Close out the FAS Y2K Problem Report

14.  When FAS is stable (4 hours), notify the System Administrators and users that  FAS has returned to normal operations.

15.  Make any necessary changes to the FAS documentation to reflect the Y2K corrections that were made.

16.  Inform FAS users of any new/changed automated processing procedures (e.g., input screens) that must be followed as a result of the FAS Y2K corrections that were made.
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